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Feasibility of PV-Based Islanded Microgrids for Affordable Electricity in Sub-Saharan Africa

Ömer Kaan Merev

Department of Electrical Engineering, Istanbul Technical University, Institute of Science Eng. & Tech, Istanbul, Turkey


ABSTRACT

Many countries in Sub-Saharan Africa (SSA) suffer from the lack of access to electricity due to poverty and a dispersed population. Due to the solar power potential in this region, solar-powered microgrids were examined in this study as a way to supply affordable electricity to the rural population in SSA. Using HOMER Pro as the microgrid optimization tool, a microgrid designed to supply electricity in Burkina Faso was simulated. With one of the cheapest electricity tariffs in SSA ($0.240/kWh), Burkina Faso was selected to ensure that the simulation results can serve as a proof-of-concept for all of the Sub-Saharan countries. Factors like solar panel output degradation and dusting, unexpected component failure, and linearity of the load profile were assessed to determine the lowest-cost and highest-cost results for the simulated microgrid. The performed simulations showed that even without a connection to the main grid, a solar-powered microgrid can be easily profitable while supplying electricity at below the average national tariff, with almost no expected power outages. This paper proves that microgrids with only solar panels as a power source remain a viable option to provide cheap electricity to the impoverished rural regions in SSA, even with almost no component maintenance.

Index Terms—Cost of electricity, electricity access, HOMER pro, microgrid, solar power, Sub-Saharan Africa.

I. INTRODUCTION

A microgrid is an autonomous energy system that supplies electricity to a region by using several power generation methods. Microgrids can function independently; if they are connected to the main grid, they can isolate themselves in case of an emergency. A microgrid that maintains no connection to the main grid is called an islanded microgrid. Islanded microgrids are principally used for providing electricity to isolated villages or outlying regions. Generally, connecting faraway places to the main grid is extremely costly; therefore, a microgrid remains a preferable option. In an islanded configuration, the power generation must be adequate at all times to constantly supply the microgrid’s sensitive loads, in accordance with IEEE Std 1547.4-2011 [1]. For this reason, batteries are used to continuously provide electricity when power generation becomes insufficient [2].

For African countries that have large rural regions suffering from poverty, and have no working national grids to supply them with electricity, islanded microgrids become the sole option. The World Bank SE4ALL database’s rural population density data are critically valuable in this regard. The data suggest that there are more isolated rural populations in Africa than in the rest of the world [3]. Furthermore, most of the countries in Africa are poverty-stricken. According to the World Bank’s World Development Indicator report in 2017, the share of the population that lives in extreme poverty (income of <$1.9 per day) is slightly below 50% in Sub-Saharan Africa (SSA) [3]. The statistics show that SSA, in particular, has exhibited signs of extreme poverty, which explains the region’s lack of electricity access. Electricity access in SSA is only 30.5% overall. Rural access is worse: 14.2% [4]. The result is higher electricity tariffs in SSA, which ranges between $0.200/kWh and $0.500/kWh, depending on the country [5]. The worldwide electricity tariff average is $0.134/kWh in comparison [6].

This paper aims to prove that providing cheaper electricity in SSA is possible with photovoltaic (PV)-based islanded microgrids. For this reason, a PV-based microgrid was planned in Burkina Faso, owing to the cheaper overall electricity tariff than other Sub-Saharan countries [7]. Being able to provide cheaper electricity in Burkina Faso ensures that this study can be applicable to most, if not all, of the Sub-Saharan countries in terms of providing cheaper electricity to...
the population. The simulation was performed using HOMER Pro, a microgrid design and optimization tool.

The rest of the paper includes the following:

- Location selection for the microgrid project with detailed justification for the selection.
- Explanation of the statistical analysis used by HOMER Pro to simulate the microgrid.
- Comprehensive analysis for component selection.
- Presentation of the results.
- Information about the limitations that affected the results.
- Comments about the findings in this paper and their implications.

II. METHODS
A. Location Selection
Burkina Faso’s low electrification rates demonstrate the need for a microgrid project. With a combined population of 19.2 million [3], Burkina Faso’s urban population makes up 29% of the total population, and only 58% of that urban population has electricity access. Moreover, only 3% of the rural population has electricity access. Note that 70% of Burkina Faso’s population lives in rural areas [8]. In addition, Burkina Faso’s inability to seamlessly supply electricity to regions under the national grid reinforces the need for the microgrid project [9].

Province selection was influenced by several factors. The solar irradiation map of Burkina Faso [7] was used to determine candidate regions where a solar-powered microgrid could provide maximum power. The referenced map revealed that the country’s Northeast region is a suitable region for the microgrid. The next step was to take the population distribution for the suitable regions into account, to identify the most suitable location for the microgrid.

B. Statistical Analysis Using HOMER Pro
For the designed microgrid, multiple simulations for multiple scenarios are performed to establish the most economical solution. The project location is used to get the monthly average solar irradiance and clearness index data from HOMER Pro. Clearness index \( K_r \) is defined as the ratio of the solar radiation that reaches the Earth’s surface. This value is between 0 and 1. The clearness index is closer to 1 on a sunny and clear day, whereas it gets closer to 0 in cloudy conditions. The calculation of the clearness index is performed with (1), where \( H_{\text{ave}} \) is the monthly average radiation on the horizontal surface of the Earth and \( H_{\text{ave}} \) is the extraterrestrial horizontal radiation. In other words, \( H_{\text{ave}} \) is the radiation on a horizontal surface at the top of the Earth’s atmosphere [11];

\[
K_r = \frac{H_{\text{ave}}}{H_{\text{ave}}} \tag{1}
\]

With a given \( H_{\text{ave}} \), HOMER Pro can find \( K_r \) after calculating \( H_{\text{ave}} \), which involves several steps. The initial step is to calculate the intensity of solar radiation at the top of the Earth’s atmosphere \( (G_{\text{tot}}) \) (2):

\[
G_{\text{tot}} = G_o \cdot \left( 1 + 0.033 \cdot \cos \left( \frac{360 \cdot n}{365} \right) \right) \tag{2}
\]

\( G_o \) is the solar constant \( (1.367 \text{ kW/m}^2) \), whereas \( n \) is the day of the year. The next step is to obtain the extraterrestrial radiation on the horizontal surface \( (G_x) \) which changes with the zenith angle \( (\theta) \). The zenith angle represents the angle between the sun’s rays and the vertical. \( G_x \) can be calculated using (3) and (4):

\[
G_x = G_{\text{tot}} \cdot \cos \theta \tag{3}
\]

\[
\cos \theta = \cos \phi \cdot \cos \delta \cdot \cos \omega + \sin \phi \cdot \sin \delta \tag{4}
\]

For (4), \( \phi \) is the latitude, \( \delta \) is the solar declination, and \( \omega \) is the hour angle. The solar declination itself is calculated using (5):

\[
\delta = 23.45^\circ \cdot \sin \left( 360^\circ \cdot \frac{284 + n}{365} \right) \tag{5}
\]

A further step involves finding \( H_o \), the average daily extraterrestrial radiation per square meter. Integrating (3) from sunrise to sunset will give \( H_o \). The result of the integration is given in (6):

\[
H_o = \frac{24}{\pi} \cdot G_{\text{tot}} \cdot \left( \cos \phi \cdot \cos \delta \cdot \sin \omega + \frac{\pi \cdot \omega_o}{180^\circ} \cdot \sin \phi \cdot \sin \delta \right) \tag{6}
\]
ωs is the sunset hour angle, which can be calculated using (7):

\[ \cos \omega_s = -\tan \phi \cdot \tan \delta \]  

(7)

Finally, \( H_{ave} \) can be calculated (8). \( N \) is the number of days in the month:

\[ H_{ave} = \frac{\sum_{i=1}^{N} H_i}{N} \]  

(8)

Using the provided equations, the monthly average solar global horizontal irradiance (GHI) data for Namentenga are presented in Table I.

One of HOMER Pro’s most important features is its ability to conduct accurate economic analysis. Attaining accurate results requires data about several economic properties of the region. These properties include the country’s inflation rate and nominal discount rate. The nominal discount rate is the interest rate without the effects of inflation. Both inflation and nominal discount rates are used to calculate the cost increase, caused by inflation, of any materials that need to be replaced. Maintenance costs are equally affected by inflation: calculating the maintenance costs of a project with a lifetime of multiple years cannot be done correctly without considering the effects of inflation in the region. Over the last 18 years, Burkina Faso’s average inflation rate (\( \bar{f} \)) has been 2.3%, whereas the nominal discount rate (\( i' \)) is 5.14% [12, 13]. These rates are used to determine the real discount rate (real interest rate). The real discount rate (\( i \)) is the interest rate used to remove the effect of inflation, which is:

\[ i = \frac{i' - \bar{f}}{1 + \bar{f}} \]  

(9)

Using (9), the real discount rate is calculated to be 2.78%.

HOMER Pro can also calculate the COE and total net present cost (NPC). The COE is the average cost of producing 1 kWh of electrical energy by the system. NPC represents the entire project’s cost for the full length of its determined lifetime. For COE and NPC, the goal is to keep those costs as low as possible. Using (10), COE can be calculated:

\[ COE = \frac{C_{year}}{E(AC) + E(DC)} \]  

(10)

\( C_{year} \) is the total annualized cost of the microgrid, whereas \( E(AC) \) and \( E(DC) \) are the yearly spent AC and DC loads, respectively.

Determining the NPC requires calculating the capital recovery factor (CRF), which is a ratio used to calculate the present value of the cash flow. The present value of a payment changes in time. This change is dependent on the real discount rate and the amount of time, as is apparent with the CRF’s following formula (11):

\[ CRF(i,N) = i \cdot \left( \frac{1+i}{{(1+i)}^N} \right) - 1 \]  

(11)

Note that \( N \) is the project lifetime, which is 25 years for the project in this paper. Using CRF, NPC can be calculated as (12):

\[ NPC = \frac{C_{year}}{CRF} \]  

(12)

After the project lifetime is reached, every component is sold as salvage to recuperate some of the installation costs. The salvage value is calculated using (13):

\[ S = C_{rep} \cdot \frac{R_{rem}}{R_{comp}} \]  

(13)

\( C_{rep} \) is the replacement cost, \( R_{rem} \) is the remaining lifetime at the end of the project lifetime, and \( R_{comp} \) is the component lifetime, which is:

\[ R_{comp} = N - R_{exp} \]  

(14)

\( R_{exp} \) is the replacement cost duration, calculated by (15):

\[ R_{rep} = R_{comp} \cdot INT \left( \frac{R_{proj}}{R_{comp}} \right) \]  

(15)

### Table I

SOLAR GLOBAL HORIZONTAL IRRADIANCE (GHI) DATA FOR NAMENTENGA REGION

<table>
<thead>
<tr>
<th>Month</th>
<th>( K_t )</th>
<th>( H_{ave} ) (kWh/m²/day)</th>
<th>Month</th>
<th>( K_t )</th>
<th>( H_{ave} ) (kWh/m²/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>0.638</td>
<td>5.360</td>
<td>July</td>
<td>0.573</td>
<td>6.050</td>
</tr>
<tr>
<td>February</td>
<td>0.680</td>
<td>6.260</td>
<td>August</td>
<td>0.539</td>
<td>5.670</td>
</tr>
<tr>
<td>March</td>
<td>0.666</td>
<td>6.690</td>
<td>September</td>
<td>0.573</td>
<td>5.830</td>
</tr>
<tr>
<td>April</td>
<td>0.650</td>
<td>6.860</td>
<td>October</td>
<td>0.625</td>
<td>5.880</td>
</tr>
<tr>
<td>May</td>
<td>0.638</td>
<td>6.780</td>
<td>November</td>
<td>0.648</td>
<td>5.530</td>
</tr>
<tr>
<td>June</td>
<td>0.613</td>
<td>6.470</td>
<td>December</td>
<td>0.632</td>
<td>5.130</td>
</tr>
</tbody>
</table>

\( K_t \), clearness index; \( H_{ave} \), monthly average radiation.
Note that \( \text{INT}(x) \) gives the integer value of the equation inside the parentheses.

One can also limit the annual capacity shortage to make sure that the project sufficiently provides consistent electricity to its users. HOMER Pro assumes an annual capacity shortage of 0% by default. However, this can result in situations where a specific load may require excessive energy production to ensure no capacity shortage during peak loads. The result is wasted energy and an increase in the COE and NPC if the microgrid is islanded. After several preliminary simulations, an annual capacity shortage of 2% was allowed in the system.

Furthermore, the project’s load profile needs to be determined. The software has certain artificial load profiles and multiple load profiles for several locations within the United States. These load profiles can aid a project even if it is outside the United States by only listing load profiles that match the climate of the project’s location. Because electrification of a rural region is desired for the microgrid design, a residential load profile can be assumed. However, the load profile cannot be expected to remain the same throughout the project’s 25-year lifespan. Once the electrification is achieved and businesses start to establish in the area, the load profile will turn into a more distributed one. The reason is that the electricity usage will be more varied instead of electricity used primarily for illumination at night and refrigeration. Investigating this factor requires one simulation each for two different load profiles (residential and community, Fig. 1 and Fig. 2). From the results, a two-step microgrid installation was planned. The first step was assumed for a complete residential load profile, serving a small fraction of the planned amount, owing to the less linear nature of the load profile increasing the COE. The second step was assumed for a community load profile. To find the best annual average load for each step, the scale of the project for each load profile needs to be examined. For this reason, a load that satisfies the needs of between 500 and 5000 people was considered, with an increment of 500 people. Yearly average energy consumption per capita in Burkina Faso is 76 kWh [14], which is equal to 208.22 Wh/day. Thus, the average annual load in the simulation is in the range of 104.11–1041.1 kWh/day. Note that with a community load profile, average energy consumption per capita in the region might increase owing to increased economic activity.

C. Component Selection
The required components for the microgrid are solar panels for power generation, maximum power-point (MPP) tracking (MPPT) charge controllers to always output maximum power at a stable DC bus voltage [15], batteries for energy storage, and inverters for DC–AC conversion. There are several considerations to be made for component selection:

- DC bus voltage needs to be at the DC voltage range of the inverter. In addition, most MPPT charge controllers depend upon solar panel output voltage to be above the battery voltage to function. Thus, DC bus voltage needs to be selected in accordance with this fact.
- Battery nominal voltage needs to be at the required DC bus voltage. The string size can be altered to accommodate this specification.
- The selected MPPT charge controller needs to be able to charge the batteries at the specified DC bus voltage. It also needs to
be rated at appropriate maximum PV short circuit current (I_{sc}) and open circuit voltage (V_{oc}) values. A solar panel with a higher short circuit current can damage the controller. The datasheet for the MPPT controller needs to be examined for more potential restrictions.

For solar panels, LG Electronics 365Q1C-A5 was selected for its high efficiency (21%). According to the panel’s datasheet, its maximum power (P_{max}) is 365 W, V_{oc} is 42.8 V, and I_{sc} is 10.8 A. Moreover, the output of the solar panel is expected to decline by 2% during the first year. Afterward, an annual output decline of 0.4% is expected [16]. Based on this information, the average solar panel output after 25 years is 93.46% of its initial performance. This factor is included in the simulation as the derating factor (f_{PV}) of the solar panels.

The MPP voltage of the solar panels is 36.7 V [16]. This necessitates a DC bus voltage lower than this value to make sure that the MPPT charge controller is functional. Because most MPPT charge controllers support battery voltages of 12–24–36–48 V, a 12 V DC bus voltage is selected for this project to ensure the continuous operation of MPPT charge controllers.

For energy storage, EnerSys PowerSafe SBS 900 batteries were used. They have a nominal voltage of 12 V and a nominal capacity of 12.1 kWh. The string size does not need to be altered because both the DC bus voltage and the battery nominal voltage are the same. These batteries also need to undergo maintenance every six months. This requirement was factored into the simulation.

The selected MPPT charge controller is Victron BlueSolar MPPT 100/50. Its rated charge current is 50 A; therefore, it is capable of providing 700 W of nominal power at 12 V battery voltage. Its specified maximum V_{oc} and I_{sc} values are 100 V and 60 A, respectively, which satisfy the solar panels’ specifications. For this system, each MPPT charge controller can handle two solar panels connected in series. Even though the combined P_{max} is 730 W, the simulation assumes 93.46% of maximum solar panel output, because of the output power degradation mentioned earlier. For this reason, the actual P_{max} is slightly above 682 W, which the MPPT charge controller can provide [17].

Studer Xtender XTH 3000-12 was selected for DC–AC conversion. Its nominal battery voltage is 12 V and it has an input voltage range between 9.5 and 17 V. It can supply continuous power of 2500 VA [18].

Each selected component needs to be replaced after several years, owing to aging. Each component has a certain lifetime specified both in the respective datasheets and in the HOMER Pro software. However, the need for replacement can occur earlier than expected because of suboptimal storage conditions and lack of maintenance. For this reason, several lifetime possibilities were specified for each component. A lack of maintenance can also lower solar panel power output owing to dusting, especially in Africa [19]. This reduction varies between 4% and 32%, according to results in [20–29]. To study the most undesirable possible outcome, the power output reduction of 32% was examined with another derating factor: 63.55% (32% less than the average output of the solar panels throughout their 25-year lifespan). The considered lifetimes, alongside the capital, and operation-and-maintenance (O&M) costs are presented in Table II. Multiple technical reports and papers were used to decide the capital and O&M costs [30–34].

III. RESULTS

Owing to the many sensitivity issues due to the components’ lifetime considerations and a change in the f_{PV} of the solar panels, results are provided in steps. These steps are as follows:

- The best case scenario for each average annual load is presented. The load with best results is selected.
- For the selected load, the effect of components’ lifetime is provided. f_{PV} is 93.46% for the given results.
- The effect of dusting on solar panels owing to lack of maintenance is then examined using f_{PV} as another sensitivity issue.

A. Simulation Results for the Residential Load Profile

The results for the residential load profile with the best replacement requirements for each component are presented in Table III. Load #3 has the lowest COE of $0.146/kWh. Considering the fact that the average COE in Burkina Faso is $0.194/kWh, this result is definitely acceptable as it allows setting a tariff much lower than Burkina Faso’s average ($0.240/kWh) [7]. Lowering electricity tariffs in Burkina Faso is essential, considering the prevalent poverty [3]. In addition, load #3 also provides the best autonomy among all other options. Note that autonomy refers to the amount of time that the microgrid can be sustained by the power accumulated in the batteries, in case of a blackout or during maintenance operations.

---

**TABLE II**

**COMPONENTS SELECTED FOR THE MICROGRID AND THEIR ASSOCIATED COSTS**

<table>
<thead>
<tr>
<th>Component Type</th>
<th>Component Name</th>
<th>Cost ($/unit)</th>
<th>Simulated Lifetime (years)</th>
<th>O&amp;M Costs ($/unit-year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solar Panel</td>
<td>LG 365Q1C-A5</td>
<td>380.00</td>
<td>25, 20</td>
<td>10.95</td>
</tr>
<tr>
<td>MPPT Charge Controller</td>
<td>Victron BlueSolar MPPT 100/50</td>
<td>343.00</td>
<td>20, 15</td>
<td>Included in solar panel O&amp;M costs</td>
</tr>
<tr>
<td>Battery</td>
<td>EnerSys PowerSafe SBS 900</td>
<td>1440.00</td>
<td>15, 10</td>
<td>25.00</td>
</tr>
<tr>
<td>Inverter</td>
<td>Studer Xtender XTH 3000-12</td>
<td>901.00</td>
<td>10, 5</td>
<td>100.00</td>
</tr>
</tbody>
</table>
### TABLE III

**BEST RESULTS FOR EACH ANNUAL AVERAGE LOAD (RESIDENTIAL LOAD PROFILE)**

<table>
<thead>
<tr>
<th>#</th>
<th>Annual Average Load (kWh/day)</th>
<th>NPC ($)</th>
<th>COE ($/kWh)</th>
<th>Operating Cost ($/year)</th>
<th>Initial Capital ($)</th>
<th>Autonomy (hours)</th>
<th>Excess Electricity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>104.11</td>
<td>99 240</td>
<td>0.148</td>
<td>2 497</td>
<td>54 650</td>
<td>43.0</td>
<td>10.40</td>
</tr>
<tr>
<td>2</td>
<td>208.22</td>
<td>196 958</td>
<td>0.147</td>
<td>4 889</td>
<td>109 667</td>
<td>44.0</td>
<td>10.80</td>
</tr>
<tr>
<td>3</td>
<td>312.33</td>
<td>295 067</td>
<td>0.146</td>
<td>7 040</td>
<td>169 363</td>
<td>49.5</td>
<td>11.80</td>
</tr>
<tr>
<td>4</td>
<td>416.44</td>
<td>396 499</td>
<td>0.148</td>
<td>9 863</td>
<td>220 390</td>
<td>42.5</td>
<td>12.50</td>
</tr>
<tr>
<td>5</td>
<td>520.55</td>
<td>494 683</td>
<td>0.147</td>
<td>12 158</td>
<td>277 597</td>
<td>45.4</td>
<td>11.70</td>
</tr>
<tr>
<td>6</td>
<td>624.66</td>
<td>595 689</td>
<td>0.148</td>
<td>15 021</td>
<td>327 479</td>
<td>39.4</td>
<td>13.40</td>
</tr>
<tr>
<td>7</td>
<td>728.77</td>
<td>701 454</td>
<td>0.150</td>
<td>17 921</td>
<td>381 473</td>
<td>39.9</td>
<td>11.90</td>
</tr>
<tr>
<td>8</td>
<td>832.88</td>
<td>793 141</td>
<td>0.148</td>
<td>19 624</td>
<td>442 739</td>
<td>41.8</td>
<td>14.00</td>
</tr>
<tr>
<td>9</td>
<td>936.99</td>
<td>891 060</td>
<td>0.147</td>
<td>21 977</td>
<td>498 642</td>
<td>41.1</td>
<td>14.90</td>
</tr>
<tr>
<td>10</td>
<td>1041.1</td>
<td>995 415</td>
<td>0.148</td>
<td>25 197</td>
<td>545 503</td>
<td>39.5</td>
<td>13.10</td>
</tr>
</tbody>
</table>

NPC, net present cost; COE, cost of electricity.

### TABLE IV

**EFFECT OF COMPONENTS’ LIFETIME FOR LOAD #3 \( F_{PV} = 93.46\% \)**

<table>
<thead>
<tr>
<th>#</th>
<th>Component Lifetime (years)</th>
<th>( N_{Inv} )</th>
<th>( N_{Bat} )</th>
<th>( N_{PV} )</th>
<th>( N_{MPPT} )</th>
<th>COE ($/kWh)</th>
<th>NPC ($)</th>
<th>Autonomy (hours)</th>
<th>Excess Electricity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>10</td>
<td>10</td>
<td>20</td>
<td>10</td>
<td>10</td>
<td>0.176</td>
<td>354 746</td>
<td>40.4</td>
<td>12.10</td>
</tr>
<tr>
<td>3.2</td>
<td>10</td>
<td>15</td>
<td>20</td>
<td>10</td>
<td>10</td>
<td>0.169</td>
<td>341 742</td>
<td>48.9</td>
<td>11.80</td>
</tr>
<tr>
<td>3.3</td>
<td>10</td>
<td>10</td>
<td>25</td>
<td>10</td>
<td>10</td>
<td>0.169</td>
<td>339 684</td>
<td>40.4</td>
<td>12.10</td>
</tr>
<tr>
<td>3.4</td>
<td>10</td>
<td>15</td>
<td>25</td>
<td>10</td>
<td>10</td>
<td>0.162</td>
<td>325 889</td>
<td>45.0</td>
<td>11.70</td>
</tr>
<tr>
<td>3.5</td>
<td>5</td>
<td>10</td>
<td>20</td>
<td>10</td>
<td>10</td>
<td>0.190</td>
<td>383 676</td>
<td>41.7</td>
<td>12.40</td>
</tr>
<tr>
<td>3.6</td>
<td>5</td>
<td>15</td>
<td>20</td>
<td>10</td>
<td>10</td>
<td>0.183</td>
<td>368 215</td>
<td>44.3</td>
<td>12.90</td>
</tr>
<tr>
<td>3.7</td>
<td>5</td>
<td>10</td>
<td>25</td>
<td>10</td>
<td>10</td>
<td>0.184</td>
<td>370 756</td>
<td>43.0</td>
<td>12.00</td>
</tr>
<tr>
<td>3.8</td>
<td>5</td>
<td>15</td>
<td>25</td>
<td>10</td>
<td>10</td>
<td>0.175</td>
<td>352 123</td>
<td>50.2</td>
<td>11.90</td>
</tr>
<tr>
<td>3.9</td>
<td>10</td>
<td>10</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>0.160</td>
<td>322 700</td>
<td>37.8</td>
<td>14.10</td>
</tr>
<tr>
<td>3.10</td>
<td>10</td>
<td>15</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>0.154</td>
<td>310 102</td>
<td>49.5</td>
<td>11.80</td>
</tr>
<tr>
<td>3.11</td>
<td>10</td>
<td>10</td>
<td>25</td>
<td>20</td>
<td>20</td>
<td>0.153</td>
<td>307 133</td>
<td>37.2</td>
<td>15.00</td>
</tr>
<tr>
<td>3.12</td>
<td>10</td>
<td>15</td>
<td>25</td>
<td>20</td>
<td>20</td>
<td>0.146</td>
<td>295 067</td>
<td>49.5</td>
<td>11.80</td>
</tr>
<tr>
<td>3.13</td>
<td>5</td>
<td>10</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>0.176</td>
<td>354 418</td>
<td>43.0</td>
<td>12.00</td>
</tr>
<tr>
<td>3.14</td>
<td>5</td>
<td>15</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>0.167</td>
<td>336 082</td>
<td>47.6</td>
<td>12.30</td>
</tr>
<tr>
<td>3.15</td>
<td>5</td>
<td>10</td>
<td>25</td>
<td>20</td>
<td>20</td>
<td>0.167</td>
<td>336 463</td>
<td>37.8</td>
<td>15.20</td>
</tr>
<tr>
<td>3.16</td>
<td>5</td>
<td>15</td>
<td>25</td>
<td>20</td>
<td>20</td>
<td>0.159</td>
<td>320 511</td>
<td>46.9</td>
<td>11.70</td>
</tr>
</tbody>
</table>

NPC, net present cost; COE, cost of electricity.
The effect of nonideal replacement requirements for load #3 is examined in Table IV. Even the worst scenario (load #3.5) has a COE ($0.190/kWh) lower than Burkina Faso’s average COE. The worst possible dusting further increases the COE to $0.239/kWh, which leaves almost no room for profit without going above the electricity tariff average in Burkina Faso. Note that this is the absolute worst possible result for load #3, owing to the lack of maintenance. Moreover, the solar panels’ lifetime typically ranges between 25 and 40 years [35], which makes a COE of $0.239/kWh unlikely for this project.

Table VI shows the effect of different component lifetimes for load #19. The worst scenario is given in load #19.6. Even though load #19.5 is identical with load #19.6, with the exception of a worse battery lifetime (10 years), it has a lower COE. Owing to the fact that batteries can last longer in load #19.6, it is more sensible to invest more in them, increasing autonomy. However, the subsequent need for more inverters actually increased the COE of load #19.6, which is $0.179/kWh with no PV dusting and $0.221/kWh with PV dusting. The results in Table VI reinforce the fact that a PV-based microgrid project is feasible in Burkina Faso.

IV. DISCUSSION
Several limitations were present owing to the available information about Burkina Faso and the HOMER Pro software. These limitations are as follows:

- No credible information is available about load profiles in Burkina Faso. This information is required for more accurate NPC calculation.
- Implementation of the derating factor \( f_{PV} \) as a way for simulating real-world operating conditions in HOMER Pro is limited because there is no way to input annual power output degradation for solar panels by setting different values for \( f_{PV} \) for each year. Entering an \( f_{PV} \) for the solar panels’ average 25-year output was the best available, albeit still flawed, solution for this limitation. The flaw of this approach is apparent when \( N_{PV} = 20 \) years, where the solar panels’ average output would be higher than 93.46%, especially for the replacements. The simulation of solar panel dusting for this project was also simplistic, owing to the aforementioned limitation of the software.
- No credible information is available about load profiles in the rural regions of Burkina Faso, owing to the lack of electricity access in the country. More accurate results can be achieved
with a more location-specific load profile; however, the load profiles used for the project in this paper are accurate enough to base conclusions on.

- Lack of power flow analysis in HOMER Pro makes the optimization fairly simplistic: stability issues that typically arise with intermittent power generation cannot be simulated, although sudden increase in load can be taken into account by setting a day-to-day random variability of the load profile. Furthermore, line losses are also disregarded.

In conclusion, it was found that even without a grid connection, a PV-based microgrid remains a robust option for providing more affordable electricity to Burkina Faso, a country with a lower average electricity tariff than other SSA countries. Component maintenance was proven to be a crucial factor in making sure that the COE remains low throughout the microgrid’s operational lifetime. The linearity of the load profile was also shown to affect the results. However, a future main grid connection is required to use the more than 10% excess electricity generated in almost all of the loads in Tables III, IV, V, and VI. This would also decrease the COE, to a level lower than the worldwide average electricity tariff.
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ABSTRACT

Due to the increased penetration of renewable energy sources in the Electricity Distribution Systems, the idea of connecting a storage system to the distribution systems to provide stable electrical energy is becoming widespread. At this point, Battery Energy Storage Systems (BESS) have emerged as an important option. In this study, Mobile Battery Energy Storage System (MBESS), which have features such as providing island operation of the distribution system, responding to faults in a short time, and can be moved to desired areas and temporarily function as a buffer, have been introduced, and their effect on the distribution system has been investigated. Various scenarios with different battery locations and different short circuit types are produced in the study, using the IEEE 13-bus test system. Simulation studies were carried out on the test system for different scenario types, and the effect of the MBESSs operating mode was examined.

Index Terms—Mobile battery energy storage systems, distribution systems, power loss, short circuit fault, voltage drop.
It is becoming increasingly common for electricity generation units to be located close to loads. The RES, especially, provide a more efficient and reliable network structure. This network structure is called a micro-grid. The network structure, which has the feature of self-isolation in case of errors that may occur on the feeder side, stands out with its lower cost. The presence of intermittent energy in micro grids, high production–consumption imbalance between loads, and the difficulty of controlling this situation increase the use of MBESSs [5].

In the literature, methods have been proposed to enhance overall network performance by using BESSs, and the optimal placement, sizing, and operation of the storage units have been studied [6]. The effects of mobile battery systems in battery Electric Vehicles (EV) and plug-in hybrid EVs on the grid were examined in Wong [1]. Optimization has been achieved to solve problems, for instance, by reducing both the power loss and the voltage drop that will occur on the system when the battery system is recharged [1]. In the studies on MBESSs, various optimization methods have been used to obtain optimum results. The Monte Carlo simulation method was used in Abdeltawab and Mohamed [2] during the integration of MBESSs into the network. In Samara [3], using the particle swarm optimization method, the cost analysis of MBESSs on a 41-bus system was performed. Considering the voltage drop and power loss constraints, a system that can work in harmony with the RES has been designed, thanks to the proposed EMS [3]. In Barra [4], an MBESSs with a capacity of 480 kWh and an initial state of charge of 35% was used. Serving 19 customers, the MBESS made an optimum profit of $327/day using the day-ahead forecasting method. In addition to the power loss and voltage drop, which should be considered during the integration of MBESSs into distribution systems, the optimum location, size, and time are important [7]. In Sarkurt and Balıkçı [8], it was seen that 4% profit was obtained by integrating the MBESSs into the system at the optimum time. It is stated that the algorithm used in this study can be used in large-scale systems.

In Abdeltawab and Mohamed [2], the use of MBESSs is included when the faulty part of the network is isolated from the system and the energy demand is met by distributed generation units. The study focused on reliability analysis. In reliability analysis, the startup time after a fault and the capacity of the storage system are important parameters. It is also assumed that the distribution system is radial, that all switches are reliable, and that two faults do not occur at the same time. Moreover, when the MBESS reaches the fault location, the state of charge is accepted as 50% [2].

The MBESS is connected to different nodes in a simple distribution system in [5]. The effects of MBESSs on the system in case of three-phase fault currents was simulated with the PSCAD/EMTDC program. Considering the test system with four buses, the effects of MBESSs on the system against short circuit faults that may occur in every bus were examined in terms of overcurrent protection [5].

In this study, the MBESSs have been integrated into the 13-bus test system so that analysis can be performed in a larger scale test system. MBESSs were connected to different suitable buses for determining the optimum location. Since power losses and voltage profiles are the most important parameters when designing EMS, the results of these two parameters obtained in case studies were evaluated in the study. In addition, by applying short circuits to different nodes, the behavior of the MBESSs in the system at the time of short circuit was monitored. Most studies in the literature focused on the effect of MBESSs on the energy management system, aiming to optimize the operational cost. In this study, the effect at the time of short circuit has been examined with dynamic analysis.

II. MBESS

In recent years, MBESSs are considered instead of fixed BESSs due to their mobility and easy access to the point of need. The biggest problems seen in BESSs are the high cost and low lifespan. Since small BESSs placed on different load busbars lead to costly undesirable quantities, it may be more advantageous to use a single, large BESSs instead of being placed in pieces. A large BESSs, where determination of the most suitable connection point is much more important, cannot support some parts of the system, especially when the topology of the system is restructured. At this point, MBESSs, which can be transported to the desired area, are more useful than the fixed BESSs [3]. The MBESSs have many benefits, from the manufacturer to the consumer.

A. Benefits for Utility
- High power quality is provided due to the low voltage loss.
- Less power loss and thus high efficiency is achieved.
- When there is high demand, the need for grid power is reduced.
- Optimal usage of grid power is ensured.

B. Benefits for Consumers
- The high cost caused by the load imbalance is reduced.
- In case of faults, reliability is provided with fast intervention.
- The network can be operated in island operating mode.

C. Benefits for Society
- They provide ease of access to remote areas within the distribution network.
- Business efficiency can be increased by reducing interruptions due to faults.
Private individuals/companies enable the development of the free market structure with the operation of MBESSs. EVs are encouraged. Thus, a conscious society is formed in order to provide clean energy [8].

The MBESSs consist of two parts, the carrier vehicles and the storage systems, and are connected with the network by first using a DC/DC/AC bidirectional converter. In addition, there is a DC/DC converter, which is a current-controlled Buck–Boost converter, and a control device in the EMS that regulates the power of the battery in charge/discharge situations [3]. The MBESSs, whose general structure is described, can be seen in Fig. 1.

A simple equivalent circuit model of the battery is given in Fig. 2. The model, consisting of internal resistance and a resistor–capacitor block between open circuit voltage and terminal voltage, is used as the general battery model [9].

Fig. 1. Representative MBESS.

Fig. 2. Battery equivalent circuit model.

The idea of Vehicle for Grid (VfG) is becoming widespread. Compared to EVs and the Energy Storage System (ESS), the VfG increases network reliability, is more environment friendly, and provides economic gain to the distribution and production system. Structures with two operating systems, the Vehicle to Grid (V2G) and the Grid to Vehicle (G2V), are separated from the ESSs. The ability to operate in the optimum location and at the optimum time will increase the use of VfGs instead of EVs with external chargers. In an electricity network, the VfGs are MBESSs that provide economic gain in terms of generation and distribution units. They differ from fixed BESSs thanks to their mobile feature. This mobility provides advantages such as load shifting in the network, fast response in case of fault, and island operation [10].

The MBESSs, which are used to provide an island operation feature, can feed the isolated region in case of any fault in the network. The MBESSs act as a temporary buffer until distributed generation units provide energy support again. Some parameters of MBESSs are taken into consideration in long-term dynamic investigations. These are given in Equations 1, 2, and 3 [11]:

\[ t_{up\_MBESS} = \frac{k_{traff} D}{S_{MBESS}} + t_{install} \]  \hspace{1cm} (1)

\[ \Delta E(t) = \int_{t_{start}}^{t_{end}} \left[ P_{\text{DC/AC}}(t) - P_{\text{DC/AC}}^{\text{C/D}}(t) \right] dt \]  \hspace{1cm} (2)

\[ SoC(t) = \frac{E(t)}{E_r} \]  \hspace{1cm} (3)
where $\text{SoC}(t)$ represents the charge level of the battery at time $t$ (%), $E(t)$ represents the energy stored by MBESSs at time $t$ (MWh), and $E_r$ represents the storage capacity of the MBESSs (MWh) [11].

III. EFFECTS OF MBESS ON THE DISTRIBUTION NETWORK

The MBESSs have many effects on distribution systems. Some of the most important effects are on total power loss, voltage drop, and short circuit currents. Reducing the total power loss is one of the most important goals in distribution systems. The power loss in the system can be calculated as in Equation 4:

$$P = \sum_{j=1}^{n} R_j \times I_j^2$$  \hspace{1cm} (4)

where $P$ represents the total active power loss on the distribution lines (kW), $R_j$ represents the resistance of the $j$th line (Ω), and $I_j$ represents the current of the $j$th line (A).

When examining energy distribution systems, another important parameter is the voltage drop. While providing electrical energy to the loads in the network, the voltage values at the nodes must comply with the limits. According to the standards, the voltage range should be between 0.95 and 1.05 pu [12]:

$$\Delta V_{ij} = V_j - V_i$$  \hspace{1cm} (5)

where $\Delta V_{ij}$ represents the voltage drop on the line between buses $i$ and $j$ ($V$), $V_j$ represents voltage of the $j$th node ($V$), and $V_i$ represents voltage of the $i$th node ($V$).

The integration of distributed generation units in energy distribution systems can affect the magnitude and direction of the fault current during short circuit. In the literature, although there are studies on balanced fault currents, there are also studies dealing with the effect of unbalanced fault currents. The MBESSs, whose locations can be changed, also have an effect on short circuit currents [13].

IV. CASE STUDY

In the study, the IEEE 13-bus test system was used. The system includes a single feeder, a regulator, two step-down transformers, and nine loads. There are 115, 4.16, and 0.48 kV voltage values in the test system. In addition, a 500 kW MBESS was used in the study [14]. The OpenDSS program was used in the simulation studies. The test system that exists in the software's library is shown in Fig. 3.

Analyses in OpenDSS program were carried out in dynamic mode. Various scenarios have been produced in order to observe the effect of MBESSs on the distribution system. First of all, the battery is examined in scenarios where there is no short circuit fault. Then, the total power loss and maximum voltage drops in the system are determined for the cases in which there is no battery and the battery operates in discharge mode, and at various locations. In addition, by applying two different short circuit types to different locations, the fault current values for different battery locations are determined.
The effect of the change of the battery location on the fault currents are observed when different short circuit faults are applied. For the case where the short circuit fault is in bus 632, the single phase-ground and three-phase fault current values in scenarios with no battery and different battery locations are shown in Fig. 6. As can be seen clearly in Fig. 6, the three-phase short circuit fault current is higher than the single phase-ground short circuit fault current. Positioning the battery close to the fault location slightly increases the fault current.

For the case where the short circuit fault is in bus 671, the single phase-ground and the three-phase fault current values in scenarios with no battery and different battery locations are shown in Fig. 7. Adding the battery to the system increases the fault current in two different short circuit types. As can be seen in the graph in Fig. 7, the three-phase short circuit fault current is 5746 A in the base case without the battery, and it is calculated as 5787.2 when the battery is connected to bus 634.

In the analysis made with dynamic mode in OpenDSS, the fault current graph in the scenario where the short circuit fault is at 671 and the battery is at 633 is shown in Fig. 8. While a short circuit fault occurs in the system in 0.5 seconds, the protection element separates the faulty part from the system with a delay of 0.1 seconds. After the faulty part is separated from the feeder network, the effect of the fault current of the battery is seen. In Fig. 8, black represents phase current 1 ($I_1$), red represents phase current 2 ($I_2$), and blue represents phase current 3 ($I_3$).

In the scenario without connecting any battery units, when a short circuit fault occurs in bus 671, the fault current is calculated as 5746 A at most. During the scenario, represented by the graph in Fig. 8, the fault current reaches a maximum of 5789 A. This result shows that the battery has an additional effect of 43 A on the system.

V. CONCLUSION
Most studies in the literature focused on the effect of MBESSs on the energy management system with an aim to optimize the operational cost. In this study, the distribution system with MBESSs has been examined to find the impact of faults on the distribution system. The
integration of MBESSs into electrical distribution systems and their effect on parameters such as power loss, voltage drop, and short circuit current in the distribution system were obtained for different scenarios, tested on the IEEE 13-bus test system.

According to the simulation results obtained using OpenDSS program, the effects of MBESSs on distribution systems in different battery locations are interpreted as follows:

- When the scenarios are analyzed, a maximum decrease of power loss (23.07%) was observed compared to the base case.
- All bus voltages remained within the limits for considered scenarios.
- It has been observed that the location of the battery has little effect on the short circuit current. It is concluded that optimum battery placement is important at this point.

It will be useful to perform a time series analysis to deal with the effects in more detail and to study transient analysis to see the effect of MBESSs on the system in case of abnormal conditions, such as faults and overloads.
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ABSTRACT

The reduction of carbon-based energy consumption is one of the critical challenges of the 21st century. The development of efficient and reliable renewable energy is a significant task of this century. Green revolutions boost agriculture and are responsible for a drastic change in grain production, enhancing energy consumption due to optimum use of the agriculture machinery, basically for irrigation purposes. The scope of this paper is to present a Hybrid Renewable Energy System (HRES) that is capable of replacing the diesel pump commonly used for time-bound irrigation, as in the paddy field for rice production. The proposed experimental HRES system consists of a photovoltaic (PV) generator, a fuel cell (FC), and a battery energy storage system (BESS). This system can provide 0.4 kW, single-phase electrical power, tested under varying solar radiation and load demand conditions, suitable for all-weather electrical irrigation pumps of up to 0.5 HP capacity. Controlling of this hybrid system is carried out in the LabVIEW environment.

Index Terms—Battery energy storage system, controlling, hybrid renewable energy system, irrigation pump.

I. INTRODUCTION

Human development is continuous and is directly proportional to the rate of energy consumption. Green energy supply is a forced demand in this present era. Green revolutions boost agriculture and are responsible for a drastic change in grain production, enhancing energy consumption due to optimum use of the agriculture machinery, basically for irrigation purposes. Agriculture is unique because it accounts for 4 to 8 percent of the total energy demand [1] and is susceptible to energy demand. A very famous quote that is often used, is “Everything can wait, but not agriculture”, and this quote is highly justified in rice production. On average, about 2500 L of water need to be supplied for a paddy field to produce 1 kg of rough rice (by rainfall and/or irrigation) [2]. During the rice crop’s reproductive stage, a water level of a minimum of 10 cm is required to be maintained in the paddy field for at least 20–30 days [3].

Apart from rainwater, farmers are dependent on other irrigation methods. A diesel pump is one of the options for drawing the water from a deep bored well. Diesel pumps are costly and have an adverse impact on the environmental and ecological systems.

A renewable energy-based hybrid system can deliver a constant power supply at the desired load level and can be used to support irrigation. Various renewable energy genres, including wind systems, photovoltaic (PV) cell, fuel cell (FC) (basically hydrogen fuel cell (HFC)), natural gas-based plant, and battery storage system, are well established and enjoy the advantages of matured technology [4].

PV technology is beneficial for places where ample sunshine is available, and grid-support is not available or limited. However, PV-generators are also installed nowadays in grid-tied distribution areas for reducing coal-linked power demand. The power generated by a PV system is highly dependent on the availability of sunny hours. It isn’t easy to store the energy generated for future use (i.e., during cloudy days or at night). For reliable operation, other alternate power sources such as FC systems, hydrogen storage tanks, or battery energy storage systems (BESS) must be integrated with a PV system [5,6].
The HFC is comparatively an old technology which is now at a mature stage. HFC is beneficial for those areas where days of sunshine are less frequent or insufficient to fulfill the continuous load demand. Of the different FC power plants, such as the solid oxide fuel cell (SOFC), molten carbonate fuel cell (MCFC), phosphoric acid fuel cell (PAFC), proton-exchange membrane fuel cell (PEMFC), and others, the PEMFC power plant is preferred. It has been found very suitable, especially for a hybrid energy system [7,8].

Integrating the FC power plant with a battery storage system is economical, rather than using either of them individually. Without a battery system, the FC system must cater to all power demands, which will increase the FC power plant’s size and cost, with a reduction in the performance and life due to overloading. The same holds true when the BESS is used alone. In [9], a detailed dynamic model, the design, and simulation of a hybrid energy system have been discussed, with the conclusion that the battery-supported system has some unique features and advantages over systems without battery support.

A PV system for small-scale applications, such as water pumping, street lighting, and irrigation applications in non-grid-supported remote rural areas, is discussed in Sukamongkol and Chungpaibulpatana [10].

A comprehensive technical analysis related to the combined operation of solar PV, wind power, and HFC has been carried out in Zahedi [4], and suggestions have been offered on some technical difficulties regarding the interconnection of hybrid energy sources and their solutions.

Nowadays, control operations performed in the LabVIEW environment are gaining more attention than other software platforms. In Andreadou and Bonavitacola [11], an efficient method for residential load scheduling and control for smart homes in the LabVIEW environment has been presented. PV generator modeling and simulation, working in the LabVIEW platform for small power supply, is presented in Bendib et al. [12]. User-friendly operation and real-time data availability are some of the inherent features of the LabVIEW environment.

A PV, FC, and BESS-based hybrid system is proposed in this paper to irrigate paddy crops. The proposed hybrid system has been simulated in MATLAB/Simulink and implemented on the hardware available in the School of Renewable Energy & Efficiency (SREE) laboratory, NIT, Kurukshetra, India, in the LabVIEW environment, and tested under varying solar radiation and load demand conditions. The combination of FC-BESS with the PV system is an attractive choice due to the high efficiency, fast load-response, cost-effectiveness and reliable operation.

This paper is organized into five sections: after a brief introduction in section 1, and section 2 describes the configuration and behaviour of the elementary components in the proposed system. Section 3 describes the system, and gives a brief idea about the PV-system, FC system, BESS, DC micro-grid, and their controlling techniques, respectively. Section 4 deals with the system’s software and hardware development, followed by a conclusion in section 5, and references.

II. PROBLEM STATEMENTS

A comprehensive field study was carried out with the local farmers’ help in the southern area of Bihar, a province of India, where paddy is a major food grain produced during the monsoon season. Some parts of this southern zone are hilly, and are not supported by the national grid. From valuable information provided by the paddy farmers, it is concluded that:

1. The rice crop needs approximately 10 mm of water per day.
2. During the rice crop’s reproductive time, it is desirable to maintain a water depth at a minimum of 10 cm for at least 20–30 days in the paddy field.

The water requirement of a rice crop is calculated using simple water balance models [3], which include different inflows and outflows of water in a paddy field.

\[ ER + I = ET + P + S + SD + CWS \]  

where \( ER \), effective rainfall; \( I \), irrigation supply; \( ET \), evapotranspiration loss; \( P \), deep percolation loss; \( S \), seepage loss; \( SD \), surface drainage or run-off loss; and \( CWS \), change in water status.

From Equation 1, it is clear that if adequate rainfall is not available, water balance solely depends on irrigation.

By simple calculation, 1 mL of water is required to maintain 10 cm water depth in a 1-ha area of paddy field. The water pump with performance and technical specifications given in Table I will be sufficient, as it will fulfill the water demand within 2–3 hours. Therefore, an irrigation pump of this capacity can be considered ideal for time-bound paddy field irrigation.

Thus, the problem statement is to design a hybrid renewable energy system (RES) comprising PV, FC, and BESS, producing a 0.4 kW continuous supply (day/night & all-weather) to overcome the diesel pump’s irrigation cost and adverse environmental impact. This

<table>
<thead>
<tr>
<th>Specifications</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power rating</td>
<td>0.5 HP (0.37 kW)</td>
</tr>
<tr>
<td>Full load current</td>
<td>4 A</td>
</tr>
<tr>
<td>Rated voltage</td>
<td>210 V</td>
</tr>
<tr>
<td>Water head</td>
<td>4 m</td>
</tr>
<tr>
<td>Discharge</td>
<td>15.5 Liters per second (LPS)</td>
</tr>
</tbody>
</table>
system’s advantages are that it will be cost-effective, efficient, and reliable for irrigation support, and provide electric power for home illumination when not used for irrigation.

In the next section, a brief description of this hybrid system’s components and working is given.

### III. SYSTEM DESCRIPTIONS

This proposed hybrid system contains a PV generator, a FC, and a battery system stack. A line diagram of this proposed hybrid system is shown in Fig. 1.

**A. The PV System**

The illumination of the common junctions between two different materials by photon irradiation, producing electrical potential, is termed a PV effect [13,14]. The electrical characteristics of a PV system can be well illustrated with single- and two-diode models. The single diode model is popular and close to the PV cell’s actual behavior [14,15].

Based on the single-diode model, mathematical modeling of the PV system output voltage is expressed as [14],

$$V_{PP} = \frac{N_p n k T}{q} \ln \left[ \frac{I_{SC} - I_{PV} + N_p}{N_p I_o} \right] - \frac{N_p}{N_p} R_s I_{PV}$$  \hspace{1cm} (2)

where $N_p$, the number of series cells per string; $n$, ideality factor; $k$, Boltzmann constant [J/deg.K]; $T$, PV cell temperature [deg.K]; $q$, electronic charge [C]; $I_{SC}$, short-circuit cell current [A]; $I_{PV}$, PV cell output current [A]; $N_p$, the number of parallel strings; $I_{PV}$, PV cell reverse saturation current [A]; and $R_s$, series resistance of the PV cell [Ω].

**B. The HFC**

A FC is an electrochemical device that, like any battery, converts chemical energy into electrical energy [7]. The overall FC is composed of several cells stacked as a single unit [7,15]. An FC power plant uses oxygen and hydrogen as reactants to convert chemical energy into electrical energy.

In the proposed system, mathematical modeling of the HFCs is implemented based on Nernst’s instantaneous voltage output equation [7], expressed as:

$$E = N_o \left[ E_0 + \frac{RT}{2F} \log \left( \frac{p_{H_2} p_{O_2}}{p_{H_2O}} \right) \right]$$  \hspace{1cm} (3)

where $N_o$, number of series FCs in the stack; $E_0$, standard no-load voltage [V]; $F$, Faraday constant [C/kmol]; $R$, Universal gas constant [J/kmol K]; $T$, absolute temperature [K]; $p_{H_2}$, hydrogen partial pressure [atm]; $p_{H_2O}$, partial water pressure [atm]; and $p_{O_2}$, oxygen partial pressure [atm].

**C. BESS**

A battery is simply an electrochemical cell that produces electrical energy by chemical reactions [16]. A BESS is a stack of cells...
connected in series or parallel to provide the desired voltage or current level demand.

The battery voltage, \( V_{\text{batt}} \), is calculated separately by two different equations for the charging and discharging modes [17]. The mathematical modeling of the battery characteristics has been accomplished based on equations 4, 5 & 6 [9,17].

\[
V_{\text{batt(\text{charge})}} = V_0 - \frac{KQ_{\text{max}}}{Q_{\text{max}} - q} i - \frac{KQ_{\text{max}}}{Q_{\text{max}} - q} it + A\exp(-Bq) \tag{4}
\]

\[
V_{\text{batt(\text{discharge})}} = V_0 - \frac{KQ_{\text{max}}}{Q_{\text{max}} - 1} i - \frac{KQ_{\text{max}}}{Q_{\text{max}}} it + A\exp(-Bq) \tag{5}
\]

where \( V_0 \), constant output voltage of the battery [V]; \( K \), the polarization constant ([Ah]^-1); \( Q_{\text{max}} \), maximum capacity of the battery [Ah]; \( i \), reference current [A]; \( i \), measured (actual) current [A]; \( q \), the available capacity of the battery[Ah]; \( A \), exponential voltage [V]; and \( B \), exponential capacity ([Ah]^-1).

The state of the charge of the battery (SOC\(_{\text{batt}}\)) is calculated as:

\[
SOC_{\text{batt}} = 100 \left(1 - \frac{\int(i(t)dt)}{Q}\right) \tag{6}
\]

where \( i \), instantaneous current [A]; and \( Q \), charge stored [C].

D. DC Micro-Grid

The solar PV system and the HFC act as a DC source and are connected to a DC-link capacitor with a boost converter, while a battery bank also acts as a DC source. It is connected to the DC link via a bidirectional converter.

The voltage source converter (VSC) plays a vital role between the DC-link voltage and the AC loads, acting as a temporary power storage device to provide the voltage source inverter with a steady flow of power. The capacitor’s voltage is regulated using a DC-link voltage control loop that balances the capacitor’s input and output power. In the proposed hybrid RES system, the VSC controller has a phase-locked loop (PLL) to synchronize the DC power with the load frequency [18,19].

The reference currents and measured currents of the VSC are compared, and are given to relay-based hysteresis controllers. These hysteresis controllers generate the switching logic for the IGBTs of VSC in the manner shown in Table II [20].

E. Power Converters

In this proposed system, the PV generator and the FC output voltage and current are controlled using a boost converter. The pulse width modulation (PWM)-controlling technique is commonly used to control the boost converters and the inverter’s output voltage. A full-bridge voltage–source inverter with four IGBT-based power switches is used here for DC to AC power conversion. A bidirectional buck–boost converter is used for charging and discharging of the battery. The output of this bidirectional converter is connected to the inverter through the DC link.

F. Field-Programmable Gate Array

A field-programmable gate array (FPGA) provides the most convenient way of designing the PWM generator for power converters. FPGAs are like a digital circuit that can be electrically coded to obtain the required modulation signals [21].

In this proposed system, an FPGA-based micro-controller chip is used for generating and controlling the gate pulses with the help of Very High-Speed Integrated Chip Hardware Description Language (VHDL) physical architecture. The VHDL code for the PWM generator is written using the Xilinx ISE 10.1 software.

IV. IMPLEMENTATION

The proposed hybrid system is simulated on MATLAB/Simulink2017A and then implemented on the hardware available in the laboratory of SREE, NIT Kurukshetra, India, in the LabVIEW2018 environment.

This hybrid system consists of five components: the PV generator, the FC, the BESS system, power converters with specifications given in Table III, and the control section.

The PV system based on four mono-crystalline modules connected in series can generate up to 1 kW. Each module can generate 250 W of peak power. Rating of the PV generator chosen is based on exploiting its maximum benefit within the economic boundary.

The maximum power output of the HFC with a total of 48 cells connected in series is up to 1 kW.

The BESS consists of 12 Li-ion battery units connected in series. The total output capacity of the BESS system is up to 1 kW. The RL load of 0.4 kW active power-drawing capacity equivalent to the load of the desired irrigation pump capacity has been used to verify the performance of the proposed HRES.

A. MATLAB Implementation

The MATLAB Simulation arrangement, as shown in Fig. 2, is developed based on the mathematical modeling, equations from (2) to (6), and the line diagram of the system as shown in Fig. 1. Rating of the components in MATLAB is taken precisely, like that of the hardware setup.
**B. Hardware Implementation**

Based on the MATLAB model, hardware implementation is carried out in the laboratory, under varying solar radiation and load demand conditions, as shown in Fig. 3. The solar radiation and power demand data are based on real-world records.

Controlling the hardware components is carried out in the LabVIEW environment, and a simplified and user-friendly control panel is developed. A personal computer (PC) and an FPGA-based microcontroller placed in the hardware setup communicate with a LAN/ethernet cable.

**C. Results and Discussions**

The real-time data obtained from the hardware setup with a LabVIEW-based data analyzer and data stored in the Excel sheet is plotted with the help of the graph-plotter.

For power storage or to mitigate the load demands, the battery is operated in charging/discharging mode. Output voltage and current with frequency are captured on a real-time power analyzer (HIOKI 3360 series) during the battery charging and discharging time, respectively.

Comparative analyses (quantitative and qualitative) of the MATLAB simulation and the hardware results, as shown in Fig. 4 and 5, summarized in Table IV, provide the following important information:

- Battery charging/discharging activity during the load change is fast and responsive.
- The system is stable and fulfills the desired load demands.
- Frequency remains within the limit with ± 5% tolerance, which is acceptable.

---

**TABLE III**

**RATINGS OF THE COMPONENTS OF THE HARDWARE SETUP**

<table>
<thead>
<tr>
<th>Field-Programmable Gate Array (FPGA) Box</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Control card technology</td>
</tr>
<tr>
<td>2. Pull-up card for inverter gate firing</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Single-phase inverter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Maximum DC input voltage</td>
</tr>
<tr>
<td>2. Output voltage</td>
</tr>
<tr>
<td>3. Output current</td>
</tr>
<tr>
<td>4. Switching frequency</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LC filter for the single-phase inverter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Inductor</td>
</tr>
<tr>
<td>2. Capacitor</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PhotoVoltaic (PV) system specifications and ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Number of channels</td>
</tr>
<tr>
<td>2. Short-circuit current per channel</td>
</tr>
<tr>
<td>3. Open-circuit voltage per channel</td>
</tr>
<tr>
<td>4. Maximum output power per channel</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Boost converter for PV system</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Input voltage</td>
</tr>
<tr>
<td>2. Input current</td>
</tr>
<tr>
<td>3. Output voltage</td>
</tr>
<tr>
<td>4. Output current</td>
</tr>
<tr>
<td>5. Switching frequency</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fuel cell components</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Type of the fuel cell</td>
</tr>
<tr>
<td>2. Number of cells</td>
</tr>
<tr>
<td>3. Rated power</td>
</tr>
<tr>
<td>4. Performance</td>
</tr>
<tr>
<td>5. Reactants</td>
</tr>
<tr>
<td>6. Maximum stack temperature</td>
</tr>
<tr>
<td>7. Flow rate at maximum output</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Boost converter for fuel cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Input voltage</td>
</tr>
<tr>
<td>2. Input current</td>
</tr>
<tr>
<td>3. Output voltage</td>
</tr>
<tr>
<td>4. Output current</td>
</tr>
<tr>
<td>5. Switching frequency</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Battery energy storage system (BESS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Battery type</td>
</tr>
<tr>
<td>2. Number of batteries</td>
</tr>
<tr>
<td>3. Overall output voltage</td>
</tr>
<tr>
<td>4. Overall capacity</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bidirectional buck-boost converter for BESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Input voltage (battery side)</td>
</tr>
<tr>
<td>2. Output voltage (inverter side)</td>
</tr>
<tr>
<td>3. Output current</td>
</tr>
<tr>
<td>4. Switching frequency</td>
</tr>
</tbody>
</table>
• MATLAB model of the system mimics the behavior of the actual hardware setup. It can be said that desired system can generate sufficient power to run the irrigation pump.
• From Table IV, it has been observed that the performance of the battery in HRES has good transient and steady-state characteristics.
• The limitation in the system designed is that it provides a limited load demand. However, the design can be expanded to mitigate the higher load by changing the components’ rating. During the off-irrigation period, the proposed HRES system can illuminate farms and homes.

V. CONCLUSION
The PV/FC/BESS hybrid power system designed and modeled for irrigation purposes is suitable not only for paddy fields but also for any crop. This hybrid system works in a standalone mode with controlling activity in the LabVIEW environment.

The hybrid system’s dynamic behaviors have been tested under varying solar radiation and load demand conditions, where the solar radiation and power demand data are based on real-world records. The LabVIEW-based control strategy for the developed system is efficient and exhibits excellent performance, even for extended periods.

Fig. 2. Simulation arrangement of the hybrid Renewable Energy System.

Fig. 3. Hardware setup of the hybrid Renewable Energy System in the lab (a) Converters and inverter setup; (b) Battery stack; and (c) FC & PV emulator connected with the system).
Fig. 4. Simulation results of the MATLAB model of the hybrid Renewable Energy System (1(a) and 1(b): Inverter voltage and current output; 2(a) and 2(b) Battery voltage and current during charging; and 3(a) and 3(b) Battery voltage and current during discharging).

Fig. 5. Results from the hardware setup of the hybrid Renewable Energy System (1(a) and 1(b) Output voltage, current, and frequency from the load-side during charging and discharging of the battery; 2(a) and 2(b) Battery voltage and current during charging; and 3(a) and 3(b) Battery voltage and current during discharging).
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ABSTRACT

In recent years, the global demand for energy has been increasing due to the rapid population growth, industrialization, technological development, and economic competition among the developed countries. Energy from renewable sources is now being widely used to meet this demand, especially solar or photovoltaic (PV) energy. Photovoltaic energy systems allow the conversion of solar electromagnetic waves of different wavelengths into DC energy in the visible light spectrum. However, the efficiency of the solar PV panel is adversely affected by partial shading conditions (PSCs) such as the shade of trees, leaves, clouds, buildings, or chimneys. One of the potential solutions is to use a bridge diode to increase the energy efficiency of the solar PV panel under PSCs. Therefore, in this study, the performance analyses of 80 W solar PV panels are carried out under six different conditions of partial shading. To present the superiority of the use of a bridge diode, the solar PV panel with bridge diode is analyzed under different intensities of solar radiation by MATLAB/Simulink. In addition, the effects of PSCs on the solar PV panel without bridge diode are evaluated in detail, as part of the experimental application. The results of the analyses under different PSCs reveal that the use of the bridge diode in the solar PV panels has a significant influence on the power produced from the PV system.

Index Terms—Partial shading condition (PSC), photovoltaic (PV) energy, power losses, renewable energy.

I. INTRODUCTION

Recently, the number of applications based on renewable energy sources has increased significantly in an effort to reduce the dependence on fossil fuels. With the rapidly increasing environmental damage attributed to the use of fossil fuels, scientists emphasize the importance of using energy from renewable sources effectively to meet the global energy demand. Among the renewable energy sources, the global installed power capacity of solar energy is increasing considerably day by day. Critical parameters such as temperature, solar radiation, and shading affect the efficiency of photovoltaic (PV) energy systems. Especially, shading conditions dramatically reduce the electrical energy obtained from PV energy systems. Many studies have been conducted to eliminate or minimize the effect of full shading and partial shading conditions (PSCs) on the produced power, as reported in the literature.

The efficiency of PV cells is a vital parameter for solar energy systems. As partial shading significantly reduces the efficiency of the PV cell, different enhanced techniques have been developed to overcome this problem. In this study, the effects of five different PV array configurations on power generation, such as total-cross-tied (TCT), honeycomb (HC), bridged-linked (BL), series-parallel (SP), and series have been investigated using MATLAB/Simulink. In addition, the effects of PSCs on the solar PV panel without bridge diode are evaluated in detail, as part of the experimental application. The results of the analyses under different PSCs reveal that the use of the bridge diode in the solar PV panels has a significant influence on the power produced from the PV system.

Index Terms—Partial shading condition (PSC), photovoltaic (PV) energy, power losses, renewable energy.
impact of partial shading on the generated power, different meta-heuristic techniques have been presented in comparison with the simulation results. The simulation results show the superiority of Gray Wolf Optimization in the speed of convergence and the time to catch global MPP [3]. Various MPPT algorithms which have been widely applied in PV energy systems under PSCs in recent studies are discussed. It has been observed that novel MPPT algorithms as well as hybrid techniques are preferred to increase the efficiency of the PV energy system [4]. A new method has been developed to detect faults such as fire hazards and partial shading using the data of array voltage, array current, and radiation. In addition, experimental studies have been carried out to present the effectiveness of the developed technique [5]. The advantages and disadvantages of MPPT techniques such as Particle Swarm Optimization (PSO), Perturbation and Observation (P&O), Cuckoo Search, Hill-Climbing (HC), Neural Network, Incremental Conductance (IncCond), and Fuzzy-Logic of PV energy systems under uniform radiation and PSCs are discussed in detail [6]. A new method has been developed to obtain P-V and I-V curves of a particular PV energy system under PSCs in different patterns using the standard test condition values of PV modules and the radiation values applied to each module. The simulation results obtained from MATLAB/Simulink show that the electrical properties of PV arrays under partial shading increase the prediction accuracy by including the real effect of bypass and blocking diodes [7]. The MPPT techniques based on bio-inspired algorithms under the changing environmental conditions of PV energy systems have been extensively examined and have contributed to the research in the field of MPPT [8]. PV array configurations are offered to reduce power dissipation under PSCs. Global MPP is readily determined, thanks to the developed method. In addition, it has been compared with the SP and TCT configurations to evaluate the performance of the proposed configurations, and the superiority of the proposed configuration is revealed [9]. A novel hybrid MPPT technique under PSCs is offered. The superiority of the present technique over the standard PSO algorithm and the P&O algorithm has been demonstrated by experimental and simulation results [10]. The behavior of a PV array under PSCs has been examined using MATLAB/Simulink software [11]. Different shading conditions in the PV array have been investigated, and a formula has been developed to determine the critical point from the obtained results [12].

In the following sections of the paper, solar PV panel characteristics and experimental investigation have been analyzed comprehensively. The performance analysis of the 80 W solar PV panel has been experimentally conducted under six different PSCs. The solar PV panel with bridge diode has been investigated with simulation under the different conditions of solar radiation by using MATLAB/Simulink software, and the results obtained reveal the superiority of the use of bridge diodes.

II. SOLAR PV PANEL CHARACTERISTIC

Photovoltaic solar cells, which have an important place in solar energy systems, convert solar energy directly to DC electrical energy when solar light (in the form of photons) falls on it. The warranty period determined by manufacturers for the smooth operation of solar PV panels is generally 25 years on average. However, it has been stated that the panel power decreases linearly over time. In this study, the performance of the solar PV panel used for the practical study is evaluated with the I-V and P-V curves given in Fig. 1. In addition, Table I presents the parameters of the solar PV panel used for the applied research.
In order to obtain maximum power from the solar PV panels used in PV systems, they are placed at a horizontal angle of inclination and the solar radiation is aimed to fall at a right angle. The level of radiation falling on the panels depends on the latitude and longitude of the location where the panels are placed. The performance of a solar PV panel is affected by many factors. Some of these factors are related to the structure of the panel itself, while others are related to the location and environment in which the panels are installed. The factors are material degradation, solar radiation, panel temperature, parasitic resistances, shade, contamination, and inclination angle.

The shading of solar PV panels is one of the major problems in solar energy systems. Shadow formation significantly reduces the power produced by the solar PV panels, causing huge losses to the customer. Trees, leaves, clouds, buildings, and chimneys can create shadows on the panel, which cause a decrease in the electrical performance of the solar PV panel. The shading effect occurs when the system is not exposed to the same amount of radiation due to some obstacles in the path of light falling on the panel. In this case, solar cells are exposed to lower levels of radiation, and the shading effect reduces system power instead of generating power. Fig. 2 shows the I–V and P–V curves according to the amount of solar radiation reflected on the PV panel, due to shading.

<table>
<thead>
<tr>
<th>Electrical Characteristics</th>
<th>Value</th>
<th>Electrical Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power Rating</td>
<td>80 W</td>
<td>Voltage at maximum power (V_{mp})</td>
<td>17.5 V</td>
</tr>
<tr>
<td>Open Circuit Voltage (V_{oc})</td>
<td>21.76 V</td>
<td>Power Tolerances</td>
<td>0% - +5%</td>
</tr>
<tr>
<td>Short Circuit Current (I_{sc})</td>
<td>21.76 V</td>
<td>Peak Efficiency</td>
<td>17.6%</td>
</tr>
<tr>
<td>Maximum Voltage</td>
<td>1000 V</td>
<td>Current at maximum power (I_{mp})</td>
<td>4.57 A</td>
</tr>
</tbody>
</table>

The shading of solar PV panels is one of the major problems in solar energy systems. Shadow formation significantly reduces the power produced by the solar PV panels, causing huge losses to the customer. Trees, leaves, clouds, buildings, and chimneys can create shadows on the panel, which cause a decrease in the electrical performance of the solar PV panel. The shading effect occurs when the system is not exposed to the same amount of radiation due to some obstacles in the path of light falling on the panel. In this case, solar cells are exposed to lower levels of radiation, and the shading effect reduces system power instead of generating power. Fig. 2 shows the I–V and P–V curves according to the amount of solar radiation reflected on the PV panel, due to shading.

Fig. 2. (a) I–V and (b) P–V characteristics of PV panels at different levels of solar radiation.

Fig. 3. (a) I–V and (b) P–V characteristics of PV panels at different temperatures.
The output power of a solar PV panel is inversely proportional to the PV panel’s temperature. As the temperature of the solar PV panel increases, the power produced by the PV panel decreases. Therefore, the losses caused by temperature are proportional to the solar PV cell temperature. Fig. 3 shows the effect of temperature on the power produced by the solar PV panel.

As the temperature and solar radiation of the solar cell under the shadow change, the produced power decreases. In this case, the shadow results in mismatches of the currents generated from the solar cells of the solar PV panel. Shaded solar cells produce less current than non-shaded chambers. However, since the solar cells in the PV panel are connected in series, the same current must flow through all cells. This situation leads to incompatibilities. Shading the part over one solar cell can significantly reduce the strength of the entire solar PV panel, as if all solar cells are shaded. When a solar cell is under a shadow, the current flow of the shadowed solar cell decreases.

Thus, the total current of the system passes over the shaded solar cell, causing a decrease in the produced power. By operating the bridge diode used for the solar cell under the shadow, the current is provided to pass around the shadowed solar cell. An examination of the bridge diode’s effect under partial shading reveals that the presence of a bridge diode in the solar PV panel causes changes in the I–V and P–V curves. If there is a bridge diode in the panel, there is more than one maximum point in the P–V curve of PSCs, while the power value decreases significantly compared to the situation in which there is no shade and no bridge diode. Under partial shading, mismatches owing to the location of the shaded panels and the shape of the shade reduce the power. The dynamic model has been created by MATLAB/Simulink, as shown in Fig. 4.

![Fig. 4. The dynamic model of the solar PV panel at different levels of solar radiation and temperature.](image)

![Fig. 5. (a) I–V and (b) P–V characteristics of the bridge diode-connected solar PV panel under the different solar radiation conditions.](image)
The model shows the shading conditions of the solar PV panel with a bridge diode. The power characteristic of the solar PV panel under the different levels of solar radiation is presented in Fig. 5.

III. EXPERIMENTAL ANALYSIS AND RESULTS

This section details the effect of partial shading on the output power of PV panels, studied by experimental investigation. An experimental test setup was installed on the roof of Alparslan Turkes Science and Technology University in Adana. Experimental studies were performed to investigate the performance of 80 W PV panels under six different partial shading cases. The effect of PSCs on short circuit current and short circuit voltage of PV panels has also been examined. The open circuit voltage and short circuit current values of the 80 W PV panel were recorded by the PLC measurement station. The relationship between the solar radiation level and the produced power was observed by measuring the solar radiation using the pyranometer. The experimental setup unit is shown in Fig. 6.

The solar cells used in the experiment were connected in series, each solar cell having a power of 2.2 W. In order to observe the maximum power point of the 80 W PV panel, experimental studies were carried out at 1000 W/m² at 33°C in the unshaded condition. According to the experimental results in the unshaded condition, the maximum power was 78.8 W at 16.8 V and 4.69 A. The PSCs of the solar PV panels are shown in Fig. 7.

Table II shows the detailed evaluation of the six different conditions. The short circuit current and open circuit voltage, maximum power, and panel temperature under each PSC for the 80 W PV panel are shown comparatively. Significant decrease in output power of PV panel is observed when the performance of the PV panel under

---

**Fig. 6.** Experimental setup unit for partial shading conditions of 80 W solar PV panel.

**Fig. 7.** Partial shading (a) Case 1, (b) Case 2, (c) Case 3, (d) Case 4, (e) Case 5, (f) Case 6.
shaded and unshaded conditions is compared. An 8.5-fold difference in output power between unshaded and fully shaded conditions was observed experimentally. In the studies in the literature, different photovoltaic array configurations such as TCT, HC, BL, and SP have been proposed to eliminate partial shading problems. In this study, in order to minimize the effect of partial shading on PV performance, the method using the bridge diode has been shown to obtain maximum power from the PV panel. As a result, it has been proven by experimental and simulation results that the panel efficiency of the PV panel without bridge diode is much lower than the PV panel with bridge diode under PSCs.

IV. CONCLUSION

The rapid depletion of fossil fuels makes it necessary to develop and use of alternative energy sources. Among the renewable energy sources, solar energy has come into prominence owing to its many advantages such as being emission-free, eco-friendly, infinite, reliable, preventing global warming, having low maintenance costs, etc. Many critical parameters negatively affect the power produced by PV energy systems. Partial shading is one of the most significant problems that diminish the power obtained from PV energy systems. There are many different approaches such as PV array arrangements and bridge diodes that can be applied in PV energy system designs to minimize partial shading losses. This study has examined the improvement in output power of solar PV panel under PSCs. The performance of 80 W solar PV panels under different shading conditions has been analyzed experimentally and under simulation. It is presented that using a bridge diode increases the performance of the solar PV panel under different PSCs, based on the simulation results obtained from the MATLAB/Simulink software. Hence, the efficiency of the solar PV array strongly depends on the usage of a bridge diode. Moreover, solar radiation levels and different shading conditions affect the efficiency of the solar PV energy system.
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ABSTRACT

With the rapid increase in energy consumption, the demand for small hydro power plants (SHPs) is increasing. The impact of these plants is significant, due to their low environmental damage, low execution cost, and minimum management cost. Moreover, in rural areas, they can also be used to facilitate drinking water and irrigation systems. This study considers a small hydro power plant (SHP) including a turbine with a permanent magnet synchronous generator (PMSG) attached to the DC microgrid through a voltage source converter (VSC) model. In this paper, a sliding mode controller is proposed to minimize the steady state errors and stabilization problems in an SHP-based DC microgrid. The asymptotic convergence of the proposed controller is analyzed using the Lyapunov stability theorem. Based on the Lyapunov stability theorem, the control law derives to ensure the asymptotic convergence to effectively minimize the steady state errors and improve the closed-loop system stabilization. The proposed control law also guarantees stable operation in a short limited time. As results, the proposed controller confirms speedy convergence of steady state error dynamics with negligible oscillations and reduces the limitation of chattering notably, without any loss in control accuracy. The simulation results illustrate the robustness of the proposed controller when subjected to disturbances and system nonlinearities.

Index Terms—Microgrid, permanent magnet synchronous generator (PMSG), sliding mode controller (SMC), small hydro power plant (SHP), voltage source converter (VSC).

I. INTRODUCTION

A microgrid is tiny part of the power distribution system, having components like energy storage devices alongside the distributed generator, and controllable loads which allow increase to a competent energy system. A microgrid as seen from the utility grid perspective is similar to a generator because it is capable of comfortably disconnecting and operating independently after a fault occurs in the main grid [1]. Microgrids attract end users closer to the source generating electricity from distributed energy resources (DERs). These microgrids can work in dual mode, that is, the. islanded mode and the grid-connected mode. In case of any fault, a microgrid can be disconnected from the main grid. As the generation sources are distributed, it can easily work in the islanded mode. Environmental effects, the status of fossil fuels, and economic interest are the three major grounds for the growing awareness toward renewable resources as well as local generation. In the past few years, the evolution of renewable assets in electrical networks is expanding beyond the existing boundaries [2].

The transformation from the use of fossil fuels to sustainable energy resources as power originators in large industries is a major plan of action in reducing the effects of climate change. The carbon footprint on the earth is connected to the history of the huge demand for diesel products, electric power, and water. Moreover, considering their specific power demand, the merger of microgrids with central grid controls in the grading of mining industries is an emerging matter [3].

The microgrid can work both with alternating current (AC) and direct current (DC). The arrangement of the DC system has certain benefits, such as minimizing losses and ease of amalgamation with measures of energy storage, due to which there is a sudden surge in the use of DC microgrids in recent times [4]. Digitalization and the enthusiastic emergence of new ideas offer the thrilling possibilities of a microgrid transactive power system at the disposal level, to bring down transmission losses, reduce infrastructure costs of electrical systems, upgrade credibility, and amplify local energy
usage, leading to reduction of electricity bills at the consumer end. Transaction energy, with essential factors such as demand response, distribution of energy resources, the local market for energy, and distributed records of technologies for exposure of dispersed can be framed as a smart grid system [5]. Over the past decade, there has been significant increase in awareness regarding the DC microgrid, as it has shown huge dominance over the AC microgrid in terms of control simplicity, regulation, dependability, ease of integration to renewable energy sources, and DC load connection. However, apart from these numerous benefits, the plotting and execution of a suitable protection system for DC microgrid residue is a remarkable challenge [6].

The combination of distributed energy resources is possible with many platforms, most significantly with the microgrid. However, because of some issues with the blueprint and the absence of machineries, the microgrid is still developing into a wide-ranging and commercialized mix of systems to be integrated with existing electrical systems. There are many challenges concerning irregular values of renewable energy resources (RERs) [7]. The distributed energy resources (DERs) can drive the complex approach of the microgrid operating successfully in an islanded mode, by sincerely controlling it. In the central grid mode, the arrangement requires none or close to zero frequency as well as voltage variations in the middle of the grid and the microgrid project. The options of enhancing the harmonization of power flow into the microgrid structure can be controlled by smart grid technologies in a real-time scenario [8].

Flowing water has a kinetic energy which gives rise to mechanical and electrical energy in the hydropower grid system. The flowing water rotates the hydro turbine and then returns to the water bodies for other uses. The high efficiency (about 60–80%), long life span of the equipment, and absence of pollution or greenhouse gas emission, with low operating cost and maintenance cost are some of the major benefits of the hydropower grid system [9]. The installed power capacities of hydropower plants are distinguished as: pico hydro plants (less than 5 kW), micro hydro plants (5 kW to 100 kW), mini hydro plants (100 kW to 1000 kW), small-scale hydro plants (less than 10 MW), medium-scale hydro plants (10 MW to 100 MW), and large-scale hydro plants (over 100 MW capacity) [10]. The leading method suitable for generating renewable energy is nothing but a small hydropower plant. It is designed to work with low head and flow to drive the hydro turbine, which can be satisfied by a run of river type [11]. The basic components of a small hydro power plant (SHP) are the reservoir, penstock, forebay, intake structure, hydraulic turbine, surge chamber, speed governor, and an electrical generator [12, 13].

The SHP can overcome the problem of instability in power generation and can predict the future production of power. In terms of environmental impact, the SHP has low impact in comparison to photovoltaic power, wind power, and other DERs. The behavior of the SHP is completely nonlinear, and it can be integrated with the utility grid to regulate power flow effectively. For effective control, several controllers are developed [10-13] for the linearized state-space SHP model, which do not consider the nonlinear dynamics of the SHP.

The sliding mode controller (SMC) is based on the discontinuous control law, which is known to be logical, to overcome many problems of robust stability [14-17]. The SMC offers control for a class under actuated systems, which can be seen in a cascade form with external disturbances. The SMC controller will force the motion of state trajectories toward the sliding surface with an exponential approach, enabling the handling of system disturbances and nonlinearities [15].

Due to the nonlinear nature of the SHP and the permanent magnet synchronous generator (PMSG), power flow regulation is a formidable task. Hence, a nonlinear control strategy is the most feasible and capable in regulating power flow within the permissible stability limit. Thus, the present study contributes the following: 1) a nonlinear model of both SHP and PMSG with VSC is considered to minimize steady state errors and achieve faster stabilization using the nonlinear sliding mode control technique; 2) the proposed SMC is used to effectively stabilize nonlinear dynamics with passivity-based desired equilibrium points; 3) based on the Lyapunov stability theorem, the control law derives to ensure the asymptotic convergence on equilibrium points to minimize the steady state errors and improve the closed-loop system stabilization; and 4) as results, the proposed controller ensures speedy convergence of steady state error dynamics with negligible oscillations and reduces the limitation of chattering notably, without any loss in nonlinear control accuracy.

This paper is organized as follows: The nonlinear state-space models of SHP and PMSG are reviewed in Section 2. The sliding mode control-based control strategy is derived, followed by a discussion of Lyapunov’s stability convergence analysis in Section 3. The simulation results and demonstrations of the proposed control strategy on SHP and PMSG-based DC microgrid are illustrated in the Section 4, followed by concluding remarks drawn in Section 5.

II. PORTABLE HYDRO POWER PLANT DESCRIPTION

The energy of falling water generates electricity with the use of an SHP [18, 19]. It produces no gloomy effect on the regional stream, leading to a simple reroute of the volume of accessible water, and then returns the water to the stream. Since the stream flows continuously day and night, less battery stock is required in the SHP as compared to other technologies. Despite the stream being far away, it is feasible, as these large distances can be overshadowed by high voltage generators [20]. The periodical stream offers sizable performance using a design combining a hybrid solar and water system. It is always important to study and review the proposed location to check the availability and amount of hydropower present. The components of the SHP are a turbine, a PMSG, and a VSC connected to a DC microgrid. Water is considered to be a renewable energy source, as shown in Fig. 1 [19-21].
A. Hydraulic Turbine Dynamics

The hydraulic turbine is considered to be the main component of the SHP and is also known as the prime mover because of the fact that it converts the kinetic energy of descending water into rotational mechanical energy, eventually generating electrical energy with the use of generators that are attached to the turbines [22]. The turbine is made up of rows of blades that are connected on a rotating shaft or a plate which rotates due to the collision when the water (with velocity and pressure variations) strikes the blades. The model of the hydraulic turbine includes the dynamics of penstock, tunnel, servomotor, and head losses [23]. As in Newton’s law, the change in momentum results in generation of a force which is directly proportional to the change which can occur on fluids also. By applying this law, the dynamic model of a tunnel is obtained, resulting from the change of water momentum on the penstock and pressure at the head of the tunnel [19]:

$$T_w \frac{dq}{dt} = h - k_f q^2$$

$$h = \left( \frac{q}{y} \right)^2$$

A servomotor can be considered, which works to achieve rotational or linear motion that is directly proportional to the supplied command signal. In this paper, the servomotor is used to control the flow of water by managing the rotational motion of the spear valve. The spear valve operated by the servomotor is positioned below the penstock and manages the flow of water into the turbine [24]. The general model of the servomotor can be depicted as:

$$T_y \frac{dy}{dt} = u - y$$

The motion of the turbine is transferred into mechanical power and calculated by the multiplication of the water flow and the pressure head. Since everything has certain losses, this equation also includes turbine losses which can be taken into account by subtracting between no-load flow and actual flow, in which the no-load flow is decided by a rated head in the SHP. The per unit turbine power is determined as

$$P_m = A_t h (q - q_{nl})$$

The pneumatic turbine blades are maintained against the stream of water, which interchanges its momentum. As the momentum is exchanged, a resulting force is generated, leading to the rotation of the turbine.

In (1) to (4), the terms $T_w, T_y, h, q, q_{nl}, y, k_f, u$ and $A_t$ are described as the time constant of water, time constant of the servomotor, hydraulic head, normalized flow on the penstock, the no-load flow rate of the hydro turbine, gate position, friction losses, input control, and constant of proportionality, respectively.

B. Permanent Magnet Synchronous Generator Dynamics

An alternator is used, similar to a PMSG, which provides the constant excitation field by using a permanent magnet in place of a coil [25]. Here, the rotor and the magnetic field revolve at the same speed. This differs from a normal generator, leading to a voltage drop without an option to regulate when the generator is charged. Therefore, the PMSG converts the mechanical energy obtained from the hydraulic turbine into electrical power, as represented in Fig. 2. To connect the PMSG to a DC microgrid, a VSC is used [26]. The VSC is basically a converter that produces AC voltage from DC voltage, and can be called an inverter, with the ability to transfer power in any direction. The VSC has certain features which enable control of the phase angle, the magnitude, and the frequency of the output voltage [27]. The VSC comprises six insulated-gate bipolar transistors (IGBTs) [19].

The reference frame comprising the dynamic model of PMSG is determined [19] as:

$$L_g \frac{di_{dg}}{dt} = -R_g i_{dg} + L_g w_m i_{dg} - v_d$$

$$L_g \frac{di_{dq}}{dt} = -R_g i_{dq} - L_g w_m i_{dq} + v_{w_m} - v_q$$

$$M \frac{dw_m}{dt} = T_m - T_e$$

$$T_m = \frac{P_m}{w_m} = \frac{A_t q^2 (q - q_{nl})}{y^2 w_m}$$

$$T_e = \psi i_q$$
The output voltage of PMSG is given in (10):

\[ v_{dq} = m_{dq} v_{dc} \]  

(10)

where \( m_{dq} \in [-1,1] \) is the modulation index and the terms in (5) to (10), that is, \( T_m, T_e, R, L, v_{dq}, v_{dc}, i_{dq}, i_{dc}, \psi \), and \( M \) are the mechanical torque, electrical torque, PMSG stator winding resistance, PMSG stator winding inductance, DC link voltage, PMSG output current, PMSG output voltage, rotor speed, permanent magnetic flux produced by the rotor magnets, and moment of inertia of the hydro turbine respectively.

III. CONTROL METHODOLOGY

The SMC has many advantages due to its simplicity and robustness in case of definite unpredictability and disturbances, which are well recognized, but also has a few limitations like chattering and brutalness of control forces, which are also well known [28]. To overcome these limitations, certain procedures can be followed, like the computational intelligence technique, neural network, fuzzy system, variable damping ratio strategy, and evolutionary computation. The main merits of a sliding mode controller are the achievement of desired control through the selection of a suitable sliding manifold, which reaches the manifold and can be maintained there afterward through a discontinuous control to compel the system state remains in stable region. Hence, the SMC designs are categorized into two modes: the reaching phase, before entering the sliding manifold; and the sliding mode phase, where the system is compelled to stay in that mode after the reaching phase [29]. The SMC techniques are productive tools to discard the system uncertainties. Accordingly, the main assets of SMC are inconsiderate to internal and external variations and the overlapping of the sliding parameter to zero in a limited time [30-32].

Hence, the sliding mode control scheme is considered here, as shown in Fig. 2, to enhance the closed-loop system dynamics of the SHP-based DC microgrid against disturbances.

The load disturbance and system uncertainties in the dynamics of the reaching phase are highly preferable for the selection of sliding (switching surface) and are chosen in (11):

\[ \sigma = C (x - x_d) = \begin{bmatrix} q \\ y \\ i_{dq} \\ i_{dc} \\ w_m \\ \omega_m \end{bmatrix} \begin{bmatrix} x_{d1} \\ x_{d2} \\ x_{d3} \\ x_{d4} \\ x_{d5} \end{bmatrix} \]  

(11)

where, \( x_{d1}, x_{d2}, x_{d3}, x_{d4} \) and \( x_{d5} \) are stable equilibrium points of the SHP and PMSG dynamics. All equilibrium points are taken from passivity-based control approach [19, 33] and the above equilibrium points are considered here in (12):

\[ x_{d1} = \frac{k_{dq} - 1}{k_1 - q (k_j - 1)} \]

\[ x_{d2} = \frac{A_1 x_{d1} (x_{d1} - q_{dt})}{P_d + R_g (i_{dq} + i_{dc})^2} \]

\[ x_{d3} = 0 \]

\[ x_{d4} = \frac{T_m + k_2 (x_{d5} - w_m)}{\psi} \]

\[ x_{d5} = w_m \]

The SMC design process is broadly classified into two modes, the reaching and sliding mode. The states trajectories (1), (3), and
Proof: The asymptotic convergence criteria are proved using Lyapunov's function in (17):

$$V = \frac{1}{2} \sigma^T \sigma$$  \hspace{1cm} (17)

The above (17) is differentiated, and after substitution from (3), (5), (6), and (12), it can be written in (18):

$$\frac{dV}{dt} = \sigma^T \left( y - u \right)$$  \hspace{1cm} (18)

Using SMC control law (16), the above equation in (19):

$$\frac{d\sigma}{dt} = -\sigma^T \left[ k_3 \text{sign}(\sigma_1) \right]$$

The closed-loop dynamics of the SHP-based DC microgrid with SMC law converges asymptotically on the desired stable equilibrium states. Hence, the above equation is simplified in (20):

$$\frac{d\sigma}{dt} \leq -\sigma^T \left[ k_3 \text{sign}(\sigma_1) \right]$$

However, the SMC law converges asymptotically on desired stable equilibrium states for $k_3 > 0$, $k_4 > 0$, and $k_5 > 0$ respectively. This completes the proof.

IV. RESULTS AND DISCUSSION

In this section, the robustness of the proposed control scheme is validated on SHP-based DC microgrid systems. The nonlinear state-space dynamics of the SHP-based DC microgrid systems is simulated

<table>
<thead>
<tr>
<th>Components</th>
<th>Parameters</th>
<th>Values (in unit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMSG</td>
<td>$P$</td>
<td>20 kW</td>
</tr>
<tr>
<td></td>
<td>$v_{ic}$</td>
<td>480 V</td>
</tr>
<tr>
<td></td>
<td>$w_n$</td>
<td>2x34 rad/s</td>
</tr>
<tr>
<td></td>
<td>$R_s$</td>
<td>0.05 pu</td>
</tr>
<tr>
<td></td>
<td>$L_s$</td>
<td>0.08 pu</td>
</tr>
<tr>
<td></td>
<td>$\psi$</td>
<td>1.50 pu</td>
</tr>
<tr>
<td></td>
<td>$M$</td>
<td>25.0 pu</td>
</tr>
<tr>
<td>SHP</td>
<td>$T_w$</td>
<td>4 sec</td>
</tr>
<tr>
<td></td>
<td>$g_n$</td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td>$T_s$</td>
<td>0.3 sec</td>
</tr>
<tr>
<td></td>
<td>$k_1$</td>
<td>1.7*10^-4 pu</td>
</tr>
<tr>
<td></td>
<td>$A_1$</td>
<td>1.25 pu</td>
</tr>
<tr>
<td>Controller tuning parameters</td>
<td>$k_2$</td>
<td>1.5 pu</td>
</tr>
<tr>
<td></td>
<td>$k_3$</td>
<td>2.0 pu</td>
</tr>
<tr>
<td></td>
<td>$k_4$</td>
<td>0.3 pu</td>
</tr>
<tr>
<td></td>
<td>$k_5$</td>
<td>4.0 pu</td>
</tr>
<tr>
<td></td>
<td>$k_6$</td>
<td>0.9 pu</td>
</tr>
</tbody>
</table>
Fig. 3. Desired active power disturbance pattern in SHP.

Fig. 4. (a) Normalized water flow of the SHP; (b) water head of the SHP; (c) d-axis current response of the PMSG; and (d) q-axis current response of the PMSG.
using MATLAB® software, as shown in Fig. 2. The SHP-based DC microgrid system parameters are given in the appendix in Table. The microgrid model under discussion contains a PMSG having values of 20 kW, an SHP, a 480 V DC grid, a hydraulic turbine, and a VSC.

The performance of the sliding mode controller is demonstrated in presence of [01001] initial condition and random uncertainties in the desired active power reference in SHP, as shown in Fig. 3 respectively. The deviations in normalized water flow and water head in the reservoir in SHP, and d-axis and q-axis currents in PMSG dynamics are shown in Fig. 4(a-d) respectively. It is seen that deviations in normalized water flow and water head in the reservoir in SHP are negligible, with very short time interval, due to presence of random uncertainties in the desired active power reference in SHP.

The trajectories of the PMSG dq-axis currents are also shown in Fig. 4(a-d) and found within the limit range. Hence, the proposed control structure converges the SHP system trajectories on the desired stable equilibrium point effectively, which remains in the stable region.

The DC voltage deviation at the VSC output terminal, SHP control effort, and PMSG dq-axis voltage control efforts are given in Fig. 5(a-d) respectively. It is evident that the oscillations in DC voltage and chattering in the controlled signals are minimum due to the robust quality of the proposed control strategy, even in the presence of arbitrary random desired active power reference in SHP. Hence, the proposed controller confirms speedy convergence of system dynamics on the equilibrium point, with negligible oscillations; and it improves steady state error responses simultaneously with reduction in the chattering against input uncertainty.

The PMSG rotor angular speed deviation and generated active power deviation are shown in Fig. 6(a-b) respectively, in the presence of arbitrary random desired active power reference in SHP and initial state perturbations. It is evident in the said figure that the PMSG rotor angular speed and active power both have minimum steady state errors with negligible oscillations.

It is observed that the sliding mode-based control scheme converged the SHP and PMSG system nonlinear dynamics on the equilibrium point effectively and is insensitive even in presence of uncertainties in the desired parameters. Thus, the proposed control scheme has negligible steady state error and faster stabilization.

V. CONCLUSION

The microgrid plays an important role in the electric power system because it can provide reduced reliance on the local utility microgrid, better service reliability, and also an enhanced economy. In this paper, a sliding mode controller is proposed to minimize the steady state errors and stabilization problems in an SHP-based DC microgrid. The nonlinear model of both SHP and PMSG with VSC
was considered to minimize the SHP-based DC microgrid issues. The proposed controller design effectively interpreted the steady state errors and stabilization challenges in the SHP-based DC microgrid. Based on the Lyapunov stability theorem, the control law was derived to ensure the asymptotic convergence to minimize the steady state errors and improve the closed-loop system stabilization effectively. The proposed control law also guaranteed stable operation in a short limited time. As results, the proposed controller confirmed the speedy convergence of steady state error dynamics with negligible oscillations and reduced the limitation of chattering notably, without any loss in control accuracy. In future, the integration of the microgrid with the live grid will be analyzed using a centralized controller in the presence of communication delays.
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ABSTRACT

In this study, the efficiencies of three different neural network load forecasting algorithms are compared to determine the best performance. The algorithms—Levenberg–Marquardt, gradient descent, and gradient descent with momentum and adaptive learning rate backpropagation are used to train a neural network (NN) model for energy demand prediction on a power system. Prior loads, weather parameters (temperature, relative humidity, and precipitation), and customer population of the supplied region are employed as training inputs. To ascertain the accuracy of the predictions, mean absolute error and mean square error are used as evaluation indices, and the algorithm with the least index values is deployed on a transmission substation. The Levenberg–Marquardt algorithm was found to be the most efficient candidate, and this algorithm is therefore recommended for adequate and proper system management, planning, and expansion, to enhance the efficiency, effectiveness, and accessibility of power supply.

Index Terms—Algorithm, comparison, load forecasting, model training, neural network, transmission substation.

I. INTRODUCTION

The ever-increasing human population and the need for industrialization have led the human race to a dire need for stable and quality electrical energy [1, 2]. Proper planning for adequate electrical energy is therefore an absolute necessity. Load forecasting is an important planning practice in power system industries, as its relevance stems from both the energy perspective and the economic angle [3]. Accurate load forecasting has many benefits, both managerially and economically. In the absence of efficient and effective forecasting of load, wastage is inevitable. Thus, robust forecasting is absolutely essential for the stakeholders in the energy sector [3]. Electrical load forecasting plays a key role for energy providers, economic consortia, and other corporations in the domain of electrical energy [4]. However, for a load forecast to best serve its ultimate purpose, it must be accurate, fast, and robust [5]; and the loss function should be optimally minimized [6].

There has been a lot of attention on load forecast studies using different methods with various time bounds [7]. While some studies have used statistical techniques [8-10], there are others that have used the artificial intelligence (IA) algorithms or machine learning models [11, 12]. One of the machine learning models that has gained a lot of relevance in load forecasting is the neural network (NN), which is a machine learning pattern that mimics the working function of the brain [13]. Machine learning uses data and produces a model to perform a task [14].

Load forecast in a power system is generally classified into short-term load forecast (STLF), medium-term load forecast (MTLF), and long-term load forecast (LTLF) [4]. However, [5] presents a fourth type, with the addition of very-short-term load forecast (VSTLF). The VSTLF has the least time of forecast, as [6] highlights that the period of this forecast is from one minute to one day. Conversely, [4] proposed that the range of VSTLF is from a few minutes to an hour ahead. The time range given by the latter is worth noting because if the time range extends to a day, then it is STLF [15]. The predictions of load for various time horizons are noted for various operations [10]. Very-short-term load forecast is significant because it helps the electric utilities and grid operators in making important decisions on real-time scheduling of electricity generation, real-time operation,
demand–response, security assessment, sensitivity analysis, and load frequency control [3]. Furthermore, it is also helpful in real-time control of the electrical power system [4]. While [16] proposes that load prediction from a few hours to a few days is STLF, the authors in [4, 8–10] are more specific that STLF is often between an hour and one week. Short-term load forecast also giveshourly forecast results and is useful in power system decision making in overload condition and in spinning reserve planning [6]. It also plays an important role in grid stability [16], and moreover, [15] add that STLF provides useful notifications for power system administrators to enhance load usage. In the case of MTLF, the range is mostly between 7 days and 12 months [3, 13, 14], and its significance includes providing the power system stakeholders with adequate notification for system expansion, power system equipment requirements, and employment of staff [17]. Any load prediction that is for more than a year is grouped as LTLF [18], which lasts years and even decades, and is useful for future expansion, planning, as well as recruitment of staff [15, 19].

Considering its numerous aspects of importance in power systems, load forecasting needs to be efficient and effective. The various techniques used in forecasting power system loads are grouped into three, namely, the statistical or classical or parametric method, the machine learning or non-parametric method, and the hybrid method [1]. Because electrical loads are affected by several factors like class of consumers, variation in the calendar, holidays, the time of day, economic activities, random activities like sports and festivals, meteorological parameters, and so on, load-prediction techniques need to be compared for optimal choice. Among the meteorological factors, temperature is the most important and most common input [16, 17]. In an evaluation of the statistical methods as presented in [8], three analytical techniques are employed to address the MTLF problem, with mean absolute percentage error and root mean square error used as evaluation metrics. A comparison of the three techniques shows that the technique of linear regression performs better than both compound growth and quadratic regression techniques. The NN is employed by [1] to predict a power system, with hyperbolic tangent as the activation function.

The optimal algorithm is consequently used for electrical load prediction in a transmission substation and then recommended for adequate and proper system management, planning, and expansion, to enhance the efficiency, effectiveness, and accessibility of power supply. The rest of this paper is structured as follows: while Section II presents the methodology of the study, the results obtained and the analyses of same are contained in Section III, and Section IV concludes the study.

II. MATERIALS AND METHODS
Performances of Levenberg–Marquardt (LM), GD, and gradient descent with momentum and adaptive learning rate backpropagation (GD+) are compared to ascertain the optimal algorithm, as the three are used in the training of ANN. The best performing one is thereafter deployed for load prediction on a transmission substation. The Osogbo Substation in Southwest Nigeria is strategically located very close to the National Control Centre; therefore, the Transmission Company of Nigeria uses the substation for grid stability. Electrical load data were obtained from the Regional Control Centre, while information on weather parameters was obtained from the National Aeronautics and Space Administration (NASA), and the population data were obtained online. As shown in Fig. 1, feed-forward backpropagation is employed in modeling the NN, with six inputs—temperature, relative humidity, precipitation, population, actual load of year 2011 and actual load of year 2012—feeding the model. While Table I shows the values of the input parameters, Fig. 2 shows that there are 15 neurons in the hidden layer of the model, with hyperbolic tangent as the activation function.

The target of the model is the actual load for year 2013, which is the model’s output. The MSE and MAE are used to evaluate the network, and are described as [1]:

\[
\text{MSE} = \frac{1}{N} \sum_{i=0}^{N} (y - \hat{y})^2
\]

(1)

\[
\text{MAE} = \frac{1}{N} \sum_{i=0}^{N} |y - \hat{y}|
\]

(2)

For design and training of the NN, the perceptron and the algorithms are described. Shown in Fig. 3 is the block diagram of the perceptron, while Fig. 4 depicts a single-layer NN.

In this present study, three different algorithms are compared, as they are employed to train the artificial neural network (ANN) and to ascertain the one that performs optimally. To ascertain the accuracy of the predictions, MAE and MSE are used as evaluation indices.
For the perceptron:

\[ y = g(w_0 + X^TW) \]  \hspace{1cm} (3)

where \( y \) is the output, \( g \) is the activation function, \( w_0 \) is the bias, \( X \) is the inputs matrix, and \( W \) is the network weights [6].

In the NN, the weights that separate the inputs and the hidden stratum are \( W^{(1)} \), while those weights that separate the hidden stratum and the final stratum are \( W^{(2)} \). As given in [6], the hidden layer is described as:

\[ a_i = w_{0i}^{(1)} + \sum_{j=1}^{m} x_j w_{ij}^{(1)} \]  \hspace{1cm} (4)

Thus, the hidden layer output will be \( g(a) \) which corresponds to the inputs that feed the output layer:

\[ y = g\left(w_0^{(2)} + \sum_{j=1}^{d} g(a_j)w_{ij}^{(2)}\right) \]  \hspace{1cm} (5)

TABLE I

<table>
<thead>
<tr>
<th>Months</th>
<th>( T ) (°C)</th>
<th>Relative Humidity</th>
<th>Precipitation (mm)</th>
<th>Population</th>
<th>2011 Peak Load (MW)</th>
<th>2012 Peak Load (MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>24.18</td>
<td>70.90</td>
<td>31.98</td>
<td>614917</td>
<td>66.1</td>
<td>65.2</td>
</tr>
<tr>
<td>February</td>
<td>25.73</td>
<td>77.81</td>
<td>47.31</td>
<td>615834</td>
<td>63.7</td>
<td>66.2</td>
</tr>
<tr>
<td>March</td>
<td>26.14</td>
<td>84.09</td>
<td>60.72</td>
<td>616750</td>
<td>68.8</td>
<td>68.9</td>
</tr>
<tr>
<td>April</td>
<td>25.69</td>
<td>84.15</td>
<td>138.97</td>
<td>617667</td>
<td>69.4</td>
<td>68.9</td>
</tr>
<tr>
<td>May</td>
<td>25.02</td>
<td>87.72</td>
<td>209.95</td>
<td>618583</td>
<td>70.9</td>
<td>72.1</td>
</tr>
<tr>
<td>June</td>
<td>24.35</td>
<td>88.58</td>
<td>204.55</td>
<td>619500</td>
<td>77.5</td>
<td>77.5</td>
</tr>
<tr>
<td>July</td>
<td>23.60</td>
<td>89.26</td>
<td>214.75</td>
<td>620416</td>
<td>77.5</td>
<td>77.5</td>
</tr>
<tr>
<td>August</td>
<td>23.39</td>
<td>88.86</td>
<td>182.19</td>
<td>621333</td>
<td>79.6</td>
<td>79.6</td>
</tr>
<tr>
<td>September</td>
<td>24.14</td>
<td>89.25</td>
<td>370.49</td>
<td>622249</td>
<td>67.9</td>
<td>67.9</td>
</tr>
<tr>
<td>October</td>
<td>24.81</td>
<td>88.39</td>
<td>203.07</td>
<td>623166</td>
<td>68.7</td>
<td>68.7</td>
</tr>
<tr>
<td>November</td>
<td>24.96</td>
<td>83.43</td>
<td>72.98</td>
<td>624083</td>
<td>79.0</td>
<td>79.0</td>
</tr>
<tr>
<td>December</td>
<td>24.45</td>
<td>70.68</td>
<td>28.27</td>
<td>625000</td>
<td>78.4</td>
<td>78.4</td>
</tr>
</tbody>
</table>
Therefore,

\[ y = g\left( w_{a_1}^{(2)} + g(a_2)w_{a_2}^{(2)} + g(a_3)w_{a_3}^{(2)} + g(a_4)w_{a_4}^{(2)} \right) \]  \hspace{1cm} (6)

The algorithms of this study are LM, GD, and GD+. While LM is a modification of Newton’s method [20], GD is a classical algorithm for weight updates in the NN [21], and extension to GD produces the GD+ [22].

A. Levenberg–Marquardt

Being a modification of Newton’s method, LM is represented using Newton’s equation [23]:

\[ x_{k+1} = x_k - H(x_k)^{-1}g_k \]  \hspace{1cm} (7)

where \( H \) is the Hessian matrix, \( x_k \) the current value of \( x \), \( g \) is the gradient, and \( x_{k+1} \) is the updated value of \( x \). The Hessian matrix may not be positive definite. Hence, the LM modification addresses this shortcoming by adding \( \mu_kI \) to the Hessian matrix. \( I \) is an identity matrix and \( \mu_k \geq 0 \). Thus,

\[ x_{k+1} = x_k - H(x_k)^{-1}g_k + \mu_kI \]  \hspace{1cm} (8)

And by introducing a step size, \( \alpha_k \) (8) becomes,

\[ x_{k+1} = x_k - \alpha_k \left( H(x_k)^{-1} + \mu_kI \right) g_k \]  \hspace{1cm} (9)

Furthermore, when \( \mu_k \to 0 \), the LM modification tends to behave like the pure Newton’s method. Also, when \( \mu_k \to \infty \), the algorithm attains a pure GD with a small learning rate. The LM algorithm is, on the other hand, obtained from the Gaussian method [20] in (10):

\[ x_{k+1} = x_k - \left( J^TJ \right)^{-1} J^Te \]  \hspace{1cm} (10)

The Jacobian matrix is denoted by \( J \) and \( e \) stands for network errors. Therefore,

\[ x_{k+1} = x_k - \left( J^T + \mu_kI \right)^{-1} J^Te \]  \hspace{1cm} (11)

B. Gradient Descent

For the GD algorithm, the loss function is minimized by calculating the slope, which is used in updating the weights, and is mathematically modeled as [24]:

\[ x_{k+1} = x_k - \alpha_k g_k \]  \hspace{1cm} (12)

From (12), \( \alpha_k \) is the learning rate, and in the NN, the weights are updated to optimize the errors; \( x_k \) denotes the previous weights, while \( x_{k+1} \) denotes the updated weights; and \( g_k \) is the derivative of the loss function with respect to the weights. During training, the LM algorithm moves from being close to GD to being close to Newton’s method. This shows that the LM algorithm is the hybridization of GD and Newton’s method.

C. Gradient Descent with Momentum and Adaptive Learning Rate

Backpropagation

Produced by extension to the GD, the GD+ algorithm ensures elimination of the possibility of being trapped in the local minimum during the training process, by adding a momentum constant to the GD algorithm as [22].

\[ x_{k+1} = x_k - \alpha_k V_t \]  \hspace{1cm} (12)

Where,

\[ V_t = \beta V_{t-1} + (1-\beta)g_k \]  \hspace{1cm} (13)

Where, \( \beta \) is momentum constant, taking values \( 0 < \beta < 1 \). When \( \beta = 0 \), (13) becomes \( V_t = g_k \). Therefore, when the momentum constant is zero, GD is obtained. The default value of \( \beta \) is 0.9 [25].

III. RESULTS AND DISCUSSION

A. Correlation Analyses of the Inputs Variables

Fig. 5–8 represent the correlation plots of the input variables in the NN with respect to electrical load, in order to verify the effects of the inputs on the load. The temperature has a positive correlation of 0.3606 as shown in Fig. 8, which implies that an increase in temperature will lead to an increase in electrical load in the supplied region. Moreover, relative humidity, precipitation, and population have correlation coefficients of –0.3458, –0.4394, and –0.2533, respectively. They all have negative correlation with respect to the load. However, the correlation of population shows that an increase...
in population does not translate to increase in electrical load in the region under study. This problem could be mitigated by using renewable energy [26]. The stakeholders ought to look at this aspect critically to enhance the development needed in Osogbo, because the availability and accessibility of electrical load are synonymous with development.

B. Regression Analyses
The datasets used for the simulation were divided into 70% for training and 15% each for validation and testing of the NN model.

The regression plots for the three algorithms have been presented in Fig. 9–11. Each of the plots has the output against the target. The closer the target to the output, the better the regression plots. Likewise, the more the regression value is to 1, the better. The output value represents the equation of a straight line. The coefficient of the target is the gradient and the constant value is the intercept on output axis. Also, the more the slope is to unity and the intercept to zero, the better the regression plot. Each of the algorithms has four different plots; the training, the validation, the test, and the all plots. The plots of the LM algorithm are shown in Fig. 9. The algorithm was well trained and so has regression value of 1, while the GD and GD+ algorithms have values of 0.9968 and 0.98741 respectively. All the three algorithms performed well during validation and testing, as each has a regression value of unity. However, the all plots give the overall best performing algorithm. The LM, GD, and GD+ algorithms have values of 0.96799, 0.83317 and 0.93658 respectively. These results mean that the LM algorithm has the best performance during the training, because its value of 0.96799 is the closest to 1.

C. Performance Metrics of the Algorithms During Training
The best performing algorithm was also validated using the evaluation metrics. The MAE and MSE functions in the MATLAB Neural Network toolbox were used to evaluate the performance of the three algorithms during the training process. The MAE and MSE of the algorithms are shown in Fig. 12. The LM algorithm has the least values of MAE and MSE, 0.602 and 2.0768 respectively, while GD has the highest values, 1.4559 and 9.9834 respectively, and GD+ performed better than GD because of the momentum it adds and because its learning function could adapt better. The work of [1] also proved that LM is better than GD+. Theoretically, both GD and GD+ are first-order algorithms while LM is a second-order algorithm [23],
which can solve more complex problems. Consequently, LG was deployed as the forecasting algorithm in this study.

D. Training and Prediction of the LM Algorithm

Fig. 13 shows the plots of LM during training. The graph illustrates that the target loads are equal to the output loads, except for the months of March and August. The overall errors are nearly zero. This showcases the good performance of the LM algorithm during training process of the NN model. This model was then used for prediction as presented in Fig. 14, which shows that the forecasted load is closest to the actual load for the months of April, May, and September. The errors are between the range 10 and –10, while the
The average prediction error is –2.05301. The LM algorithm has relatively good performance in this study, as illustrated in Table II which shows MAE to be 6.4675 and MSE 57.9962. The value of MSE is always greater than MAE because MSE penalizes errors more than MAE, as shown in (1) and (2).

IV. CONCLUSION

Three different NN algorithms have been compared for their electrical load forecasting efficiencies. A NN model was developed for energy demand prediction on power systems, and the Levenberg–Marquardt, gradient descent, and gradient descent with momentum and adaptive learning rate algorithms were used to train the model. The training inputs were prior loads, weather parameters (temperature, relative humidity, and population), and population of the supplied region. From the correlation study of the inputs, it is found that the temperature has a positive correlation of 0.3606, implying that an increase in the temperature will lead to increase in electrical load in the supplied region. In addition, relative humidity, precipitation, and population have a negative correlation of –0.3458, –0.4394, and –0.2533 respectively. The correlation of the population shows that an increase in population does not translate to an increase in electrical load in the region under study. The accuracy of the prediction was appraised using MAE and MSE as evaluation indices; and the algorithm with the least index values was considered the best. Levenberg–Marquardt was found to be the most efficient technique, and was recommended...
for adequate and proper system management, planning, and expansion, to enhance the efficiency, effectiveness, and accessibility of power supply.
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ABSTRACT

The recent developments in permanent magnet technology and its increased usage in areas involving brushless direct current (BLDC) motors have increased the interest in this motor type. In the study, a 24/8 pole 3 kW brushless direct current motor was designed, simulations were carried out using the finite element analysis (FEA) method, and an optimization study was carried out using the shifted Hammersley sampling method. Efforts were made to improve the torque ripple and back electromotive force (EMF) values originating from the permanent magnet and the motor design in the BLDC motors. The efficiency of the shifted Hammersley method was validated by the experimental study. The designed BLDC is suitable for applications over a wide range of speeds. The experimental and optimization results both showed that the back EMF harmonics and torque ripples of the BLDC motor under load condition were reduced.

Index Terms—Brushless motor, Hammersley sampling, optimization, torque ripple.

I. INTRODUCTION

A. Motivation

Brushless direct current motors typically have 85–90% efficiency, whereas brushed motors are typically 75–80% efficient. Brushes wear down over time, resulting in hazardous sparking and reduction in the lifespan of brushed motors. The BLDC motors are quieter, lighter, and last considerably longer than the traditional DC motors. Brushless direct current motors are frequently employed in modern electronics...
B. Literature Review

Brushless direct current motors can produce high torque at low speeds, which is preferred in many applications today [1-7]. Meanwhile, the characteristics of these types of applications relate to several parameters which include, but are not limited to cost, efficiency, and ease of control. The optimization of industrial motors is very important because it directly affects their efficiency and cost. The performance and disturbing effects are also directly affected by the design. There are many studies in the literature regarding the design and optimization of this type of motor [8-17], some of which focus on optimizing the machine’s geometric dimensions [18-21], while the others concern control [22-25]. In the literature, a BLDC motor consists of a stator core and windings, rotor and permanent magnets, and a shaft [26]. Fig. 1 shows the initial cross-sectional view of the geometry of the designed BLDC motor.

Many types of motor structures have been designed in previous studies [27-33]. The optimization objectives and functions of the BLDC motor developed are presented in the paper, between (1) and (9). Some researchers have used different optimization techniques for weight reduction or harmonics elimination [34]. Some other researchers have investigated the optimization of the back EMF waveform and the microcontroller-based sensorless BLDC motor drive, with respect to winding configurations and torque ripple reduction, respectively [35]. There are many methods and algorithms for the design and optimization of permanent magnet machines in the literature [36, 37]. Some researchers have searched for a solution with a single objective function, while others have searched for a solution with two or more objective functions [38, 39]. The main purpose here is to present a design where maximum efficiency can be obtained with minimum cost and minimal running problems. However, some undesirable effects arise from the permanent magnet in this type of motor, for example, the torque ripple and back EMF harmonics. Many studies in the literature have tried to reduce these disturbing effects [40].

The literature clearly reveals that some of the techniques used in the optimization of these types of motors are quasi-Newton, nonlinear programming, sequential programming, and genetic and hybrid algorithms [41]. These optimization algorithms seek results to improve one or more objective functions within certain constraints. Torque ripple occurs as part of the interaction between the magneto-motive force and the air-gap flux harmonics [42], and its value is directly affected by the permanent magnet angle, number of poles and slots, pole embrace, pole shape, pole offset, magnet thickness, air-gap length, and skewing.

C. Contribution

In this study, optimization studies were conducted using the shifted Hammersley sampling method and finite element analysis (FEA). The comparison between the experimental results and other results has been presented in the study. Thanks to the optimization technique used, there has been a decrease in torque ripples. The study presents the design of a BLDC motor, the cost, weight, and volume equations to be used in the optimization function, and the optimization results. The experimental studies have been discussed in a separate section.

II. DESIGN OF A BLDC MOTOR

The designing of BLDC motors involves highly complex processes [6]. In this section, the basic motor design parameters are discussed. One of the main purposes of the study is to reduce the cost of the motor. To achieve this, it is necessary to actively reduce the amount of material used, without reducing the efficiency. For this, it is necessary to create a suitable design model within the ideal solution set.

The optimized motor has reached the desired voltages and currents under load. This shows that when the motor is under load, phase current reaches 50 A, so it is under the maximum loaded current. The winding pattern of the motor is aimed at achieving a reduction to the third harmonic. The winding is designed for short pitch and not full pitch, due to its reduction of the harmonic content in the motor. Due to the short pitch and the distributed winding, the main wave and harmonics are slightly decreased, as seen in Fig. 1.
Fig. 2. The diagram illustrates the slot star as the phasor, which will be the induced voltage in each of the slots. When coils are delivered to the slots, the voltages of the distributed coils are taken as the sum of the slot star phasors from the winding ends.

In the motor design, the air-gap originating from the permanent magnets has been designed to reduce magnetic flux harmonics. The design is presented in Fig. 2. Here, thanks to this winding design, the torque ripple and harmonics have been decreased. A double layer and short-pitched winding have been used in the motor.

Fig. 3 presents the mapping of induction levels in order to verify that the ferromagnetic parts are not too saturated. It can be seen that the saturation level is acceptable for this full-load operation. Saturations above two Tesla are solely in some local areas such as the saturation bridges and at the ends of the magnets and teeth. A 1/8 model of the motor is used in the simulation due to the motor pole symmetry.

The graph of the total motor volume and the change in iron and copper losses are presented in Fig. 4. The high rate of increase in the total volume directly increases the copper losses significantly. The results deserve some comments. First, it can be remarked that at the expense of the average coupling, it is possible to improve all other parameters, both at low speed and at high speed, as in in Fig. 4. Thus, the author succeeds in reducing all back EMF harmonics at low and high speeds. In addition, the third harmonic is always at a low value regardless of the speed, which is very advantageous for having coupling risk of zero-sequence currents as delta configuration [33]. Thus, the zero-sequence current would be much lower than for the original machine and additional copper losses will be reduced. Regarding the joule losses, values are greatly reduced at low speed and slightly at high speed. The iron losses directly depend on the machine size. Therefore, this machine will provide a higher efficiency than the original motor.

III. OPTIMIZATION OF BLDC

The purpose of the process described in this section is to minimize the fundamental of the back EMF induced. This criterion is very important for security constraints (safety requirements). Indeed, in case of loss of control at high speed, it is necessary to have a low value of the to avoid fundamental electrical arcing effects. Optimization is realized for one operating point, which is at 1500 rpm. The number of iterations is nine, with a total duration of about 111 seconds. Performances are presented in Fig. 8 and 9. The improvements and degradations introduced by optimization are illustrated in green and red respectively. Regarding the results, it can be said that the optimization process is very fast and the results converge rapidly. Moreover, the objective—in terms of reduction of the fundamental back EMF—is achieved with a decrease of over 16 per cent compared to the initial machine. For some other values, we also notice improvements such as volume, joule losses at 1500 rpm, and harmonics, which are lower. However, it may be noted that at 3000 rpm, the performance is worse than that initially for harmonics values and losses. This is because the optimization has taken into account only the operating point at low speed. Thus, the performances of this operating point are at the best value but can be at the expense of high-speed operations. To overcome this result, it is necessary to optimize at least two operating points. Besides, it would be interesting to optimize not just one objective but several objectives, in order to achieve a better compromise between

![Fig. 2. Winding pattern of PM brushless DC motor. (a) Representation of slots and coil-sides. (b) Coil distribution in slots. (c) Representation of slot star.](image)
two conflicting objectives [33-35]. Therefore, the next section proposes multi-objective optimization, taking into account the two operating points (low and high speed).

The performance of the 24/8 machine on two operating points has been optimized, namely, at 1,500 rpm and 3000 rpm. These two end points allow optimization to converge to optimal solutions over the entire operating range. Since the model simulates two operating points, the computation time of the Jacobian matrix is longer (4.2 seconds + 15.7 seconds, or about 20 seconds per iteration).

The goal in this optimization will be threefold: (1) Minimizing the volume of the machine; (2) minimizing the joule losses; and (3) significantly limiting back EMF harmonics for the two operating points. To do this, the author performed a weighted analysis (with the same coefficients) of the two objectives—to minimize the weight and joule losses—and also constrained the values of the back EMF harmonics in order to maintain them under 15% of the fundamental value. In this case, the number of iterations was 13, with a total duration of about 220 seconds.

An examination of the motor geometry clearly shows that the stator consists of stator teeth and stator yoke:

---

**Fig. 3.** Mapping of induction levels of 24/8 optimized machine.

**Fig. 4.** Results of iron losses, copper losses, and machine volume.
By calculating the stator teeth volume and stator yoke volume, the total stator volume can be calculated. Equations 1 and 2 represent stator teeth volume and stator yoke volume, respectively:

Stator teeth volume

\[ V_t = d_t \left( \frac{d_t}{2} \right) \left( \pi \left( d_t + d_{t1} \right) N_{t1} N_{t2} \right) \]

\[ + \left( \left( W_{pm} d_{t1} \right) + \left( W_{pm} + W_{pm} \right) \frac{d_{t1}}{2} \right) 0.001 \left( L_{t1} \right) \left( N_{t1} N_{t2} N_{t}\right) \]

(1)

Stator yoke volume

\[ V_y = \pi \left( d_y - d_t \right)^2 \left( T_y - \left( d_y + \left( d_t + d_e \right) 0.001 \right) \right) \]

(2)

Equations 3 and 4 represent the stator iron volume and weight of the stator, respectively:

Stator iron volume

\[ V_i = V_t + V_y \]

(3)

Weight of stator

\[ W_i = 2V_i \rho_s \]

(4)

Equations 5 and 6 represent the magnet weight of the motor. Equations 7 represent the rotor steel weight and wire weight, respectively:

Magnet weight

\[ W_m = 2\rho_{m} \left( d_y - d_t \right) \pi T_y \]

(5)

Rotor steel weight

\[ W_r = \left( \left( r_y - r_t \right)^2 \cdot \pi \right) L \rho_r \]

(6)

Wire weight

\[ W_w = 2N_{s1} N_{s2} N_{s3} L_w W_{s1} \]

(7)

Here, the total active material weight and total cost function can be found using (1)–(7). Equations 8 and 9 represent the total active material weight and total active material cost, respectively:

Total active material weight

\[ W_{total} = W_s + W_m + W_w + W_y \]

(8)

Total active material cost

\[ C_{total} = W_s C_s + W_m C_m + W_w C_w + W_y C_y \]

(9)

A. Shifted Hammersley Sampling Method

The screening (shifted Hammersley sampling) calculation is utilized for pattern creation [7]. The customary Hammersley sampling calculation is a semi arbitrary number generator, which has extremely low inconsistency and is utilized for semi Monte Carlo re-enactments [11]. A low-error arrangement is characterized as a succession of foci that estimate the equidistrubution in a multi-dimensional solid shape in an ideal manner. This implies that the designing space is populated consistently by these arrangements and that dimensionality is not an issue in light of the innate properties of Monte Carlo sampling. The number of foci does not increase dramatically with an expansion in the quantity of information boundaries. The regular Hammersley examining calculation is built by utilizing the extreme reverse capacity.

The total active material weight and total active material cost are our optimization goal functions. These functions consist of weight of stator, weight of rotor, weight of wire, and weight of magnet. The main purpose in using these functions includes the geometrical dimension parameters of motors, especially magnet shape. The most common methods are random or regular sampling. However, these may provide unwanted noisy results, which is why we have used the Hammersley calculation, to yield smoother and noiseless results. Hammersley mapping points provide uniformly distributed vectors. These vectors lead to better results from other techniques. The implementation of this technique obviously depends on the approximation method of the selected goal functions. If the parameters of goal functions include wide ranges of noise and the input parameters are too complex, then the selected method needs a large number of samples to obtain reliable results. Therefore, we should choose the objective functions according to the parameter to be increased or decreased, and avoid large sampling. This study aimed to reduce torque ripples; for this, the total active weight—including magnet parameters—was chosen as one of the main objective functions.

\[ M_{lg} \] is magnet width in Fig. 5. The initial geometry has an \( M_{lg} \) of 18.8 mm; after the optimization process, \( M_{lg} \) is 16 mm. This will directly affect the machine volume and machine weight. \( M_{lg} \) is used for the optimization parameters in the optimization process.

Fig. 5. Geometry presentation of motor. (a) Initial geometry. (b) Optimized geometry.
IV. EXPERIMENTAL STUDY OF BLDC

Based on given the geometric and material characteristics, the performances of a designed BLDC are analyzed. Loaded and unloaded situations are tested under different motor speeds, at 1500 rpm and 3000 rpm. The experimental study set up and measurement system set up have been presented in Fig. 6 (a) and (b) respectively.

The LA-25 current transducer was used for current measurement in the system. The rating of the designed motor was 3 kW, 48 V, 50 A, and 3000 rpm. A variable voltage source fed the test system. The electromagnetic load allowed up to 20 Nm. The EXTECH P03350 three-phase power and harmonic analyzer were used for measuring harmonics. Back EMF was measured with the ST7MC microcontroller, which is shown in Fig. 7. In Fig. 7, the values of the resistors are $R_4 = 16 \, k\Omega$, $R_5 = 16 \, k\Omega$, $R_6 = 16 \, k\Omega$, $R_7 = 240 \, k\Omega$, $R_8 = 18 \, k\Omega$, $R_9 = 12 \, k\Omega$, $R_{4a} = 100 \, k\Omega$, $R_{4b} = 100 \, k\Omega$, $R_{4c} = 100 \, k\Omega$, $R_{5a} = 100 \, k\Omega$, $R_{5b} = 100 \, k\Omega$, and $R_{5c} = 100 \, k\Omega$, respectively.

The designed current, torque, voltage, and back EMF, and the harmonics circuit scheme and its implementation have been presented in Fig. 6 and 7, respectively.
V. RESULTS AND DISCUSSION

The results of the optimization, simulation, and experimental test are presented in this section. All values are compared with each other and the results are discussed. Torque ripple reduction is obtained under different speeds, at 1500 rpm and 3000 rpm.

The flux harmonics consist mainly of third, fifth, seventh and eleventh harmonics. The optimized results, both 1500 rpm and 3000 rpm, are better than FEA. However, the experimental study shows that the obtained torque ripple value is very close to the optimized results, and the main difference is only approximately 1.42%. When the motor speed is increased to 3000 rpm, main torque ripple difference is decreased, at 1.19%, as seen in Fig. 8.

Note that $H_n$ designates the $n$th order harmonic of the output parameter. The torque of the BLDC motor is strongly affected by back EMFs and phase current waveforms [35]. The first is the main wave of EMF. The third, fifth, and seventh are back EMF harmonics. The fifth is the biggest measured harmonic in the motor, as shown in Fig. 9.

![Fig. 8. Torque ripple reduction in BLDC motor. (a) At 1500 rpm. (b) At 3000 rpm. BLDC, brushless direct current.](image)

![Fig. 9. Comparison of back EMF FEA, optimization, and experimental results. (a) FEA and experimental results. (b) Experimental and optimization results. EMF, electromotor force; FEA, finite element analysis.](image)
The results show that the optimized and experimental study has achieved very close numerical values, but the FEA result is a very high value, except for the main wave. Particularly, the fifth and third are bigger than in the experimental study.

It can be seen in Fig. 10 that the third is lower than the fifth, because the third harmonic is reduced with the winding technique applied while designing the motor. Nevertheless, the fifth harmonic continues to have the highest effect on torque ripples.

The reliability of the results is verified between the simulation and experiment in Fig. 11. Fig. 11(b) and (d) show the back EMF waveform (main wave) under loaded conditions. The impacts of the magnets on the back EMF voltage can be seen from these waveforms. The back EMF waveform is shown in Fig. 11(a) and (c). The measured back EMF waveform and simulation results have been compared in Fig. 11. The comparison shows a close match.

The main purpose of this motor design and the optimization process is to provide decreased torque ripple for industrial applications. To achieve this goal, back EMF-induced torque formations in the motor should also be examined. For this, a special measuring circuit has been designed and implemented. Torque values at different motor speeds were obtained. The results of the FEA and the experimental results were compared with each other. In the phase harmonic values measured, some non-reducible effects remain, apart from the design-induced reduction effects.

Finally, the results have demonstrated the powerful side of the methodology used for the optimization based on RN modeling. The results have been obtained with good accuracy, since the optimizations have been taken place within a few minutes. Moreover, the methodology has the advantage of being generic. It is relatively easy to change the patterns of the stator and rotor reluctances to optimize with different technological choices. For optimal results, future works have to include finer RN models in order to obtain better resolution and results that are closer to FEA. Likewise, optimization has to be performed on more operating points for optimal solutions that are valid for the entire operating range. Lastly, the inclusion of the calculation for mechanical losses and constraints, heat losses through a nodal model, and ventilation losses will help designer to obtain much more realistic results with such multi-physics models.

VI. CONCLUSION

The optimization, prototyping, and analysis of BLDC motors were performed using Hammersley sampling. In addition, experimental verification was provided via a laboratory setup. The FEA simulations, optimization results, and experimental results are compared. The comparison shows a close match.

In a first step, the machine 24/8 was optimized on an operating point at low speed. These first results have given better performance compared to the initial machine. However, given that the optimization takes place only for a single operating point, the other operating points have been degraded. Therefore, in a second step, another optimization, taking into account two operating points (low speed and high speed), was performed. In this case, the optimal machine furnished much higher performances on most criteria.

A back EMF measurement card was designed and used to measure in the experimental studies. FEA simulations were performed with Ansys, using a static magnetic module. The results obtained in the measurements were compared with the simulation results, and it was observed that the torque ripples were reduced after the Hammersley method optimization.
Fig. 11. Optimized motor potential and currents under load. Fig 11 (a) and (c) are experimental results under loaded and unloaded conditions. Fig 11 (b) and (d) are simulation results under loaded condition.
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ABSTRACT

This paper provides a comprehensive review of the studies on electricity energy forecasting for Turkey during the years between 2003 and 2020. The review analyzes the forecasting studies in terms of the methods that are applied for forecasting, the profiles of the researchers and their institutions, and the years and location information about the data for which the forecasting is implemented. The search that is presented in this paper covers almost all related works that are published in the literature. Forecasting of electricity energy has been always a tool for energy demand–supply planning and has become indispensable due to increasing needs for the prediction of electricity production and consumption in the management of smart grid systems. Therefore, development of competencies in electricity energy forecasting is a must for all nationwide actors who have responsibilities in the management of smart grids. This paper may be used to identify the already developed competencies in electricity energy forecasting by the individual researchers on their own, and the institutions of Turkey. Thus, it may constitute a base for future works to build up new competency centers to meet Turkey’s need on short-, medium-, and long-term forecasting of electricity production and consumption.

Index Terms—Turkish electricity market, machine learning, statistical methods, electricity forecasting.

I. INTRODUCTION

Electricity has special properties, from generation to consumption. It needs to be maintained at a constant balance between demand and supply, and it is non-storable. Therefore, consumption forecasting is obligatory for electricity generation. The Ministry of Energy and Natural Resources (MENR) accomplished some forecasting studies by using simple methodologies during the late 1970s. The milestone of energy estimation related to future demands and energy planning was the introduction of the simulation models by the State Planning Organization (SPO) and the MENR in 1984. Energy marketing studies were started at the beginning of the 2000s. Fig. 1 shows the historical development of energy marketing in Turkey [1]. After that, from January 1, 2016, all hourly generation and consumption data began to be published on an official web page of Turkish Energy Exchange Company (EPİAŞ), which is called the Transparency Platform.

After energy marketing was established in Turkey, data on the day-ahead and intra-day matching amounts were published daily on the web page of the EPIAŞ. In the electricity market, there are three major parts, which are the bilateral contracts, the day-ahead market, and the intra-day market. Bilateral contracts cover more than half of the annual electricity generation. Since the amount of electricity generated and its price are certain in bilateral contracts, matching of the day-ahead market is a major concern for authorities. Table I shows the total consumption and the matching amount of day-ahead and intra-day as annually in TWh and percent of total consumption, from 2017 to 2020 [1]. Approximately half of the annual consumption was matched at the day-ahead market in the first years of energy marketing, and last year, this rate was more than 60%. Thus, it can be seen from the data in Table I that true forecasting of the consumption amount is very important.

Load estimation models can be divided into four groups: very short-term, short-term, medium-term, and long-term forecasts. While very short-term load estimates cover from a few seconds to a day, short-term load estimates are estimates extend up to 2 weeks. Similarly, medium-term forecasting estimates cover between a week and year, and the result of long-term forecasting gives estimates for more than a year [2]. In order to form the energy production plan, load estimates can be made short-term, such as an hour or a week later, or they can be made on a long-term, annual, or seasonal basis to direct investments.
This study is a review of the articles on research done on forecasting the electric energy consumption and its price in Turkey between the years 2003 and 2020. In section 2 of the paper, the profiles of all the articles are detailed with respect to information on the distribution of the university, organization, profession of the authors, year of publication, etc. The forecasting methods are given in section 3, while the data analyses are introduced in section 4. Finally, conclusions are drawn in the last section.

II. FORECASTING STUDY PROFILES
First, the number of articles published each year is obtained, shown in Fig. 2. There is a noticeable increase in the number of papers after the EPİAŞ obtained a market operation license and the data were made publicly available on the Transparency Platform in 2016.

Another classification is made with respect to the disciplines in which the authors hold bachelor’s degrees. There are only three papers written by the researchers from the social departments, while the others belong to engineering. The distribution can be seen in Fig. 3. It is clear that the most of the researchers are electrical and electronics engineers.

There are 96 authors in all, and 85 of them have published only one paper on forecasting of energy consumption. Eight of them have published two papers, while only three authors have three research papers to their credit. The number of papers authored is shown in Fig. 4. This means that very few authors have continued their studies on this subject.

There are 201 universities in Turkey, and 131 of them are the state universities. The forecasting studies of electrical energy consumption covered in this review have been conducted in the 14 universities located in the three largest cities and in the 18 universities at Anatolia. The distribution of the papers with respect to the universities is given in Table II. There are three papers written by the government departments related to energy, such as the Energy Market Regulatory Authority (EMRA), the General Directorate of Energy Affairs, the Electricity Generation Company (EGC), and TÜBİTAK.

III. OVERVIEW OF FORECASTING METHODS
Forecasting is an important problem involving the prediction of events for certain time periods, such as hours, days, or years, by identifying and constructing a model examining the history of the data. The phases of forecasting are problem definition, data collection, data analysis, model selection and fitting, model validation, forecasting, and monitoring model performance [3].

The data are usually available as a time series in the form of $Y = \left[ y_1, y_2, \ldots, y_N \right]$ sampled at $N$ time instants, where the measurements $y_i \in \mathbb{R}^d$ and $d$ are the number of observed variables. The time series is considered as univariate if $d = 1$, otherwise it is called multivariate. Assuming the univariate case, in one-step-ahead prediction, the $k$th value of the series is predicted using previous observations as in (1):

$$y_k = f(y_{k-1}, y_{k-2}, \ldots)$$

In $m$-step-ahead forecasting, the predicted value is $m$-step advance of the current value. One way of multi-step-ahead prediction is to use $m$ one-step-ahead predictors, and another way is to create a model directly to estimate $y_k$ as in (2):

\begin{itemize}
  \item Electricity forecasting is crucial for plans and strategies in energy production.
  \item The competencies in electricity energy forecasting should be identified nationwide.
  \item This paper summarizes the author and institution profiles, forecasting methods, and data collection for Turkey after 2003.
  \item In addition, useful interpretations are made on trend, motivation, and continuity of the studies.
\end{itemize}
To evaluate the performance of the forecast algorithm, several error criteria are used. The absolute error is defined as

$$AE_k = |y_k^{\text{Target}} - y_k^{\text{Predicted}}|$$  \hspace{1cm} (3)$$

where $y_k^{\text{Target}}$ is the actual measurement value and $y_k^{\text{Predicted}}$ is the output of the forecasting algorithm. Suppose that there are $n$ observations for $k = 1, 2, \ldots, n$. Then the average error or mean absolute error can be calculated as

$$\text{MAE} = \frac{1}{n} \sum_{k=1}^{n} AE_k.$$  \hspace{1cm} (4)$$

MAE measures the variability of the forecast error. Since the range of the forecasting variable is varied, to compare the performance of the forecasting algorithms applied to different data, another type of measure is needed. To solve this issue, a relative error measure, the Mean Absolute Percentage Error (MAPE) is defined as

$$\%\text{MAPE} = \frac{100}{n} \sum_{i=1}^{n} \left| \frac{y_i^{\text{Target}} - y_i^{\text{Predicted}}}{y_i^{\text{Target}}} \right| = \frac{100}{n} \sum_{i=1}^{n} \frac{AE_i}{y_i^{\text{Target}}}.$$  \hspace{1cm} (5)$$

assuming that there are no zero values in the time series. Another criterion which measures the fitting performance of the model with the actual observations is $R$-squared statistics

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i^{\text{Target}} - y_i^{\text{Predicted}})^2}{\sum_{i=1}^{n} (y_i^{\text{Target}} - \bar{y})^2}.$$  \hspace{1cm} (6)$$

where $\bar{y}$ is the mean value of the target vector [3].
The load/demand forecasting methods can be mainly divided into two categories, statistical techniques and machine learning algorithms. However, the distinction between the two types is not clear since there are several studies which combine both to obtain hybrid models.

The main statistical techniques are regression methods such as linear regression (LR) [4] and multiple linear regression (MLR) [5], support vector regression (SVR) [6], auto-regressive and moving average (ARMA) models, and their variants such as seasonal autoregressive integrated moving average (SARIMA) [7-12], exponential smoothing models [13], and grey box models [14-17]. Autoregressive models estimate the parameters of the ARMA model including auto-regression and moving average polynomial coefficients. In nonstationary time series cases as in load forecasting, the auto-regressive integrated moving average (ARIMA) model provides a more appropriate solution since it removes the trend from the data. Moreover, electricity consumption data has seasonal dependencies. Thus, seasonal ARIMA, that is SARIMA, was proposed to represent data more accurately.

Machine learning methods include artificial neural networks [18-32], fuzzy logic algorithms [33, 34], swarm intelligence methods [35-38] and recursive methods such as recurrent neural networks (RNN) [39, 40], gated recurrent unit (GRU) [41], and long short-term memory (LSTM) [42, 43]. In traditional machine learning approaches such as multilayer perceptron (MLP) with backpropagation learning and SVM, the data set is analyzed and features describing the data in a lower dimensional space are extracted. Then the dependencies between features are discarded, and the best features are selected with methods such as principal component analysis or optimization algorithms like genetic algorithms. Finally, a prediction is made based on these features. Since machine learning approaches can learn the interrelationships of features and the output, successful forecast results were obtained for both short-term, medium-term, and long-term studies.

The challenge in traditional machine learning algorithms is that the performance of the forecast algorithm depends on the selection of suitable features. A solution is to use representation learning methods such as those employing deep learning models that learn, in some sense, the representative features in the first layers of their multilayer architecture. These algorithms learn from data when even the raw time series data is applied as the input. Recursive methods such as RNN, GRU, and LSTM are efficient forecasting tools since they extract the information from long time series.

### Table II

<table>
<thead>
<tr>
<th>University/Organization (Alphabetic Order)</th>
<th>Number of Papers</th>
<th>University/Organization (Alphabetic Order)</th>
<th>Number of Papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anadolu University</td>
<td>1</td>
<td>Istanbul Ticaret University</td>
<td>1</td>
</tr>
<tr>
<td>Ankara University</td>
<td>3</td>
<td>Karadeniz Teknik University</td>
<td>2</td>
</tr>
<tr>
<td>Aksaray University</td>
<td>1</td>
<td>Karamels University</td>
<td>1</td>
</tr>
<tr>
<td>Özyeğin University</td>
<td>1</td>
<td>Kırıkkale University</td>
<td>1</td>
</tr>
<tr>
<td>Bilecik Şeyh Edebali University</td>
<td>1</td>
<td>Kadir Has University</td>
<td>2</td>
</tr>
<tr>
<td>Bülent Ecevit University</td>
<td>1</td>
<td>Koçaeli University</td>
<td>1</td>
</tr>
<tr>
<td>Cumhuriyet University</td>
<td>1</td>
<td>Military Academy</td>
<td>1</td>
</tr>
<tr>
<td>Düzce University</td>
<td>1</td>
<td>Marmara University</td>
<td>1</td>
</tr>
<tr>
<td>Erzurum University</td>
<td>1</td>
<td>Muğla Sıtik Koçman University</td>
<td>1</td>
</tr>
<tr>
<td>Erciyes University</td>
<td>2</td>
<td>Necmettin Erbakan University</td>
<td>1</td>
</tr>
<tr>
<td>EMRA</td>
<td>1</td>
<td>Niğde University</td>
<td>1</td>
</tr>
<tr>
<td>EGC</td>
<td>1</td>
<td>Orta Doğu Teknik University</td>
<td>3</td>
</tr>
<tr>
<td>Gazi University</td>
<td>4</td>
<td>Pamukkale University</td>
<td>2</td>
</tr>
<tr>
<td>Gebze Teknik University</td>
<td>1</td>
<td>Selçuk University</td>
<td>3</td>
</tr>
<tr>
<td>General Directorate of Energy Affairs</td>
<td>1</td>
<td>TÜBİTAK</td>
<td>1</td>
</tr>
<tr>
<td>Ege University</td>
<td>1</td>
<td>Ondoküz Mayıs University</td>
<td>1</td>
</tr>
<tr>
<td>İstanbul Bilgi University</td>
<td>1</td>
<td>Yaşar University</td>
<td>1</td>
</tr>
<tr>
<td>İstanbul Teknik University</td>
<td>4</td>
<td>Yıldız Teknik University</td>
<td>2</td>
</tr>
</tbody>
</table>
When the major electricity forecast studies for Turkey are examined from 2003 to 2020, it is observed that 57% of the studies use machine learning methods. The statistical methods are the second group, with 32%. The other studies mentioned in this paper use methods such as empirical models, Fourier methods, surface fitting, and Mittag-Leffler functions. The ratio of all methods is summarized in Fig. 5.

Let us consider the studies under consideration in detail. In Topalli and Erkmen [39], the models based on recursive MLP for forecasting were used in a hybrid learning scheme. The load values of year 2000 were used for offline training of the network, with random initial weights. Then, the trained network weights were updated during the online training phase with new data from 2001. Thus, the network adapts to the real-time changes and convergence time is reduced. In another study, an Elman’s recurrent neural network model was employed [40]. Topallı et al. [40] a hybrid learning process combining offline training and online updating. They also analyzed the effect of seasons, day of the week and special days, and added a correction term to the forecast, which produces a reduced error rate compared to the ARMA structure.

A long-term forecast study uses total power consumption for Turkey starting from 1970, and predicts the yearly load by using artificial neural networks [18]. The performances of two models such as the backpropagation network and the radial basis network were compared with the regression networks. It is observed that the neural network techniques outperform regression methods for this study.

In another study, Yalçınoğlu and Eminoğlu predicted the peak load of the day, a total load of the day, and monthly electricity consumption using MLP, using temperature and load values for Niğde [19].

Kavaklioğlu et al. [20] modeled electricity consumption with MLP as a function of economic indicators such as population, gross national product (GNP), imports and exports, and time.

In another study, forecasting performances of the Adaptive Network Based Fuzzy Inference (ANFIS) and the ARMA model [33] were analyzed. The data of GNP, population, energy produced and consumed, and installed capacity for the years 1970–2007 were used to predict energy demands from 2006 to 2010.

In Kaytez et al. [21], backpropagation networks were compared with Elman’s recurrent neural network to forecast yearly electricity consumption. They showed that when social and economic factors such as GNP, gross domestic product (GDP), population, number of trade holds, Index of Industrial Production, and crude oil prices, along with electricity consumption with price as features, neural network techniques succeed in forecasting better than the model analysis of energy demand (MAED) of MENR. Moreover, the error rate of RNN was obtained as lower than that of MLP.

Kuçukali and Bariş [34] predicted annual demand by using only GNP. They showed that the fuzzy logic approach outperforms regression and MENR.
A swarm intelligence application of electricity demand forecast was made based on socio-economic indicators of GDP, population, import and export from 1979 to 2006 [35]. Artificial bee colony (ABC) and ant colony optimization (ACO) approaches were used for forecasting the annual demand.

In another study [32], the nonlinear autoregressive artificial neural network (NARANN) model and the seasonal autoregressive iterative moving average (SARIMA) method were employed to estimate future independent factors. Monthly data of gross production, imports, transmitted energy and export were determined as independent factors. Then, LASSO-based Adaptive Evolutionary Simulated annealing (LADES) and Ridge-based Adaptive Evolutionary Simulated annealing (RADES) models were applied to forecast the future electricity consumption.

The least squares-SVM (LS-SVM) method was compared with MLP for forecasting yearly consumption. Data on installed capacity, gross electricity generation, population, and total subscription data were used for analysis in Kaytez et al. [22].

Kölmek and Navruz [23] predicted the day-ahead price for the Turkish market with MLP using historical load data, available capacity information (nuclear, thermal, hydro, etc.), forecast load/demand, temperature, the settlement period, day code, season code, and historical prices. They showed that MLP with the Levenberg–Marquardt learning algorithm generates better MAPE than the ARIMA model on average.

Another swarm intelligence study used a hybrid method of ACO and iterated local search (ILS) for estimating domestic electricity consumption [36].

The annual gross electricity demand of Turkey was modeled by using some socio-economic indicators such as population, GDP per capita, inflation percentage, unemployment percentage, average summer temperature, and average winter temperature [24]. MLP was used as the forecast method and it was shown that it outperforms the MLR model.

Table III summarizes the methods, data, and performances of the forecasting studies using artificial intelligence algorithms between the years 2003 and 2016.

When machine learning algorithms used for forecasting after the year 2017 are considered, it is seen that Bozkurt et al. [25] compared the forecasting performance of SARIMA and MLP models. To train models, the data on load, electricity price, and weather were collected at hourly intervals and the USD/TRY exchange rates at monthly intervals, for 2 years. They analyzed the performance of the systems when the model was trained with 1, 3, 6, and 12 months, with selected features from the whole set. The forecast was made for 1 week. They observed that MLP is more successful than SARIMA, and the success rate depends highly on whether the day is a national/religious holiday or not.

In another study [32], the nonlinear autoregressive artificial neural network (NARANN) model and the seasonal autoregressive iterative moving average (SARIMA) method were employed to estimate future independent factors. Monthly data of gross production, imports, transmitted energy and export were determined as independent factors. Then, LASSO-based Adaptive Evolutionary Simulated annealing (LADES) and Ridge-based Adaptive Evolutionary Simulated annealing (RADES) models were applied to forecast the future electricity consumption.

In another study, the energy consumption of an industrial zone was investigated. The historical temperature and consumption data were used as input to MLP to forecast energy demand [29]. They compared these estimates with time series predictions made by the NARANN model and concluded that temperature as an input to MLP carries important information about electricity consumption.

A swarm intelligence application of electricity demand forecast was made based on socio-economic indicators of GDP, population, import and export from 1979 to 2006 [35]. Artificial bee colony (ABC) and ant colony optimization (ACO) approaches were used for forecasting the annual demand.

In another study [32], the nonlinear autoregressive artificial neural network (NARANN) model and the seasonal autoregressive iterative moving average (SARIMA) method were employed to estimate future independent factors. Monthly data of gross production, imports, transmitted energy and export were determined as independent factors. Then, LASSO-based Adaptive Evolutionary Simulated annealing (LADES) and Ridge-based Adaptive Evolutionary Simulated annealing (RADES) models were applied to forecast the future electricity consumption.

The least squares-SVM (LS-SVM) method was compared with MLP for forecasting yearly consumption. Data on installed capacity, gross electricity generation, population, and total subscription data were used for analysis in Kaytez et al. [22].

Kölmek and Navruz [23] predicted the day-ahead price for the Turkish market with MLP using historical load data, available capacity information (nuclear, thermal, hydro, etc.), forecast load/demand, temperature, the settlement period, day code, season code, and historical prices. They showed that MLP with the Levenberg–Marquardt learning algorithm generates better MAPE than the ARIMA model on average.

Another swarm intelligence study used a hybrid method of ACO and iterated local search (ILS) for estimating domestic electricity consumption [36].

The annual gross electricity demand of Turkey was modeled by using some socio-economic indicators such as population, GDP per capita, inflation percentage, unemployment percentage, average summer temperature, and average winter temperature [24]. MLP was used as the forecast method and it was shown that it outperforms the MLR model.

Table III summarizes the methods, data, and performances of the forecasting studies using artificial intelligence algorithms between the years 2003 and 2016.

When machine learning algorithms used for forecasting after the year 2017 are considered, it is seen that Bozkurt et al. [25] compared the forecasting performance of SARIMA and MLP models. To train models, the data on load, electricity price, and weather were collected at hourly intervals and the USD/TRY exchange rates at monthly intervals, for 2 years. They analyzed the performance of the systems when the model was trained with 1, 3, 6, and 12 months, with selected features from the whole set. The forecast was made for 1 week. They observed that MLP is more successful than SARIMA, and the success rate depends highly on whether the day is a national/religious holiday or not.

In another study, the energy consumption of an industrial zone was investigated. The historical temperature and consumption data were used as input to MLP to forecast energy demand [29]. They compared these estimates with time series predictions made by the NARANN model and concluded that temperature as an input to MLP carries important information about electricity consumption.

A swarm intelligence application of electricity demand forecast was made based on socio-economic indicators of GDP, population, import and export from 1979 to 2006 [35]. Artificial bee colony (ABC) and ant colony optimization (ACO) approaches were used for forecasting the annual demand.

In another study [32], the nonlinear autoregressive artificial neural network (NARANN) model and the seasonal autoregressive iterative moving average (SARIMA) method were employed to estimate future independent factors. Monthly data of gross production, imports, transmitted energy and export were determined as independent factors. Then, LASSO-based Adaptive Evolutionary Simulated annealing (LADES) and Ridge-based Adaptive Evolutionary Simulated annealing (RADES) models were applied to forecast the future electricity consumption.

The least squares-SVM (LS-SVM) method was compared with MLP for forecasting yearly consumption. Data on installed capacity, gross electricity generation, population, and total subscription data were used for analysis in Kaytez et al. [22].

Kölmek and Navruz [23] predicted the day-ahead price for the Turkish market with MLP using historical load data, available capacity information (nuclear, thermal, hydro, etc.), forecast load/demand, temperature, the settlement period, day code, season code, and historical prices. They showed that MLP with the Levenberg–Marquardt learning algorithm generates better MAPE than the ARIMA model on average.

Another swarm intelligence study used a hybrid method of ACO and iterated local search (ILS) for estimating domestic electricity consumption [36].

The annual gross electricity demand of Turkey was modeled by using some socio-economic indicators such as population, GDP per capita, inflation percentage, unemployment percentage, average summer temperature, and average winter temperature [24]. MLP was used as the forecast method and it was shown that it outperforms the MLR model.

Table III summarizes the methods, data, and performances of the forecasting studies using artificial intelligence algorithms between the years 2003 and 2016.

When machine learning algorithms used for forecasting after the year 2017 are considered, it is seen that Bozkurt et al. [25] compared the forecasting performance of SARIMA and MLP models. To train models, the data on load, electricity price, and weather were collected at hourly intervals and the USD/TRY exchange rates at monthly intervals, for 2 years. They analyzed the performance of the systems when the model was trained with 1, 3, 6, and 12 months, with selected features from the whole set. The forecast was made for 1 week. They observed that MLP is more successful than SARIMA, and the success rate depends highly on whether the day is a national/religious holiday or not.
<table>
<thead>
<tr>
<th>Authors</th>
<th>Method</th>
<th>Data Time Range</th>
<th>Features</th>
<th>Output</th>
<th>Forecast Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topalli and Erkmen [39]</td>
<td>Recursive MLP</td>
<td>2000 for offline training 2001 for online training and test</td>
<td>One-day advance hourly load</td>
<td>Hourly load</td>
<td>Average percent error 10.65% offline 12.96% online</td>
</tr>
<tr>
<td>Topalli et al. [40]</td>
<td>Elman’s RNN ARMA</td>
<td>2001 for offline training 2002 for online training and test</td>
<td>Load and temperature</td>
<td>Hourly load</td>
<td>Average percent error 1.60% RNN 2.33% ARMA</td>
</tr>
<tr>
<td>Yalçınöz and Eminoğlu [19]</td>
<td>MLP</td>
<td>1991–2001 train 2002–2005 different intervals for test</td>
<td>Past and current load and temperature</td>
<td>Peak and total load of day, monthly consumption</td>
<td>Error 3.12% daily 0.47–4.7% peak 2.21% monthly</td>
</tr>
<tr>
<td>Demirel et al. [33]</td>
<td>ANFIS ARMA</td>
<td>1970–2007 train 2006–2010 test</td>
<td>Socio-economic indicators</td>
<td>Annual demand</td>
<td>MAPE 0.47% ANFIS 5.32% ARMA</td>
</tr>
<tr>
<td>Küçukali and Barış [34]</td>
<td>Fuzzy Logic Regression</td>
<td>1970–2014</td>
<td>GDP</td>
<td>Annual demand</td>
<td>MAPE 3.9% Fuzzy 7.3% Regression</td>
</tr>
<tr>
<td>Kiran et al. [35]</td>
<td>ACO ABC</td>
<td>1976–2006</td>
<td>Socio-economic indicators</td>
<td>Annual demand</td>
<td>R² 0.995 ABC 0.98 ACO</td>
</tr>
<tr>
<td>Tutun et al. [32]</td>
<td>SARIMA and NARANN with LADES and RADES</td>
<td>1990–2005 for training 2006–2010 for test</td>
<td>Socio-economic indicators</td>
<td>Monthly electricity consumption</td>
<td>MAPE 1.60% LADES 1.96% RADES</td>
</tr>
<tr>
<td>Kölmek and Navruz [23]</td>
<td>MLP ARIMA</td>
<td>December 1, 2009–November 9, 2010 342 days 80 days for test</td>
<td>Historical load/demand, capacity, seasonal data</td>
<td>Day-ahead price</td>
<td>MAPE 14.15% MLP 15.60% MLP</td>
</tr>
<tr>
<td>Toksarı [36]</td>
<td>ACO</td>
<td>1990–2013</td>
<td>Socio-economic indicators</td>
<td>Annual domestic consumption</td>
<td>MAPE 3.7% Linear 5.0% Quadratic</td>
</tr>
</tbody>
</table>
of both the LSTM model and EPIAŞ predictions were increased because of the COVID-19 pandemic starting in 2020.

Gökgöz and Filiz used MLP for estimating hourly consumption by using different learning algorithms such as gradient descent (GD), gradient-descent momentum (GDM), the Broyden–Fletcher–Goldfarb–Shanno algorithm (BFGS), and the Levenberg–Marquardt algorithm (LM) [31]. They showed that the LM and BFGS algorithms have better forecasts considering MAPE values.

The machine learning studies published from 2017 to 2020 are given in Table IV.

Autoregressive models also have successful applications in electricity forecasting. In 2007, Erdogdu [12] developed an ARIMA model using quarterly time series data on real electricity prices, real GDP per capita, and net electricity consumption per capita for the period 1984–2004, a total of 84 observations. Then using annual data from 1923 to 2004, the demand forecast from 2005 to 2014 was implemented.

Boran [7] forecasted annual net electricity consumption with the ARIMA model by using annual time series starting from 1970 to 2008 with MAPE of 2.58%.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Method</th>
<th>Data Time Range</th>
<th>Features</th>
<th>Output</th>
<th>Forecast Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bozkurt et al. [25]</td>
<td>SARIMA, MLP</td>
<td>2013–2014 Specific date intervals for train and test</td>
<td>Load, price, weather</td>
<td>Hourly load</td>
<td>MAPE (lowest) 0.98% 1.36%</td>
</tr>
<tr>
<td>Sonmez et al. [37]</td>
<td>ABC</td>
<td>1970–2013</td>
<td>GDP, population and total annual vehicle-kms</td>
<td>Annual transportation energy demand</td>
<td>MAPE 11% Linear 12% Quadratic 16% Exponential</td>
</tr>
<tr>
<td>Gülcu and Kodaz [38]</td>
<td>PSO</td>
<td>1979–2013</td>
<td>Economic indicators</td>
<td>Annual energy demand</td>
<td>R² 0.99</td>
</tr>
<tr>
<td>Başoğlu and Bulut [26]</td>
<td>EPSIM-NN</td>
<td>2005–2016 Two weeks test in 2016</td>
<td>Calendar day, holidays, historical load data, economic factors</td>
<td>Hourly consumption for 24 hours</td>
<td>MAPE 1.8% and 1.0%</td>
</tr>
<tr>
<td>Kocadayı et al. [27]</td>
<td>MLP</td>
<td>2002–2014 train 2016–2020 forecast</td>
<td>Demographic and economic indicators</td>
<td>Annual electricity consumption</td>
<td>R² 0.91</td>
</tr>
<tr>
<td>Aydın and Toros [28]</td>
<td>MLP</td>
<td>2012–2016 intervals Train January 2016 winter test August 2016 summer test</td>
<td>Historical consumption, socio-economic factors, weather</td>
<td>Daily and hourly consumption</td>
<td>MAPE (daily-hourly) 1.04–1.62% Summer 1.34–1.94% Winter</td>
</tr>
<tr>
<td>Özdén and Öztürk [29]</td>
<td>MLP, NARANN</td>
<td>2014–2016 (763 days) 70% train, %15 validation 15% test</td>
<td>Historical temperature and consumption</td>
<td>Daily</td>
<td>R² 0.99 MLP 0.94 NARANN</td>
</tr>
<tr>
<td>Yorulmuş et al. [42]</td>
<td>LSTM</td>
<td>February 8, 2017–March 31, 2018 10000 observations 70% train, 10% validation 20% test</td>
<td>Lagged average price, date, economical factors</td>
<td>Two-hour-ahead price</td>
<td>MAPE 0.24%</td>
</tr>
<tr>
<td>Uğurlu et al. [41]</td>
<td>MLP, LSTM, GRU</td>
<td>2013–2015 train 356 days of 2016 test</td>
<td>Lagged price values, temperature, economical factors</td>
<td>24-step-ahead price</td>
<td>MAE 5.36 Euros/MWh (GRU-3)</td>
</tr>
<tr>
<td>Özkurt et al. [43]</td>
<td>LSTM</td>
<td>June 2016–July 2020 915 train-212 test</td>
<td>336-hours lagged hourly consumption</td>
<td>36-hours-ahead 24-hour consumption</td>
<td>MAPE 2.72% 2019 4.47% 2020</td>
</tr>
</tbody>
</table>
Akarsu [8] forecasted electricity demand of 21 regions between 1986 and 2013 using the data of electric distribution companies with different AR models.

Uğurlu et al. [11] showed that the SARIMA model represents the price data better than the other methods, when analysis of variance was used as a pre-whitening method for the Turkish day-ahead electricity market.

In another study, Kaytez proposed an hybrid LS-SVM and ARIMA model for an improved long-term prediction performance [9]. While the MAPE for single ARIMA (1, 1, 2) is 2.36%, the hybrid approach has 1.00% in the forecasting of annual electricity consumption.

Akdi et al. [10] compared the ARIMA model with harmonic regression for daily electric consumption. They concluded that the harmonic regression performs better when the variable to represent has periodicity behavior.

Grey prediction, inspired from grey box models, assumes that the information about the system is partially known and uses a decision-making process to generate unknowns from the partial information. Hamzaçebi and Es [14] used the grey model to forecast monthly electricity consumption by using past consumption from 1945 to 2010. It was shown that a direct optimized grey model performs better than an iterative model and the predictions of MENR. Hamzaçebi conducted a study on planning primary energy sources using a seasonal grey model [15]. By the addition of seasonality, the prediction error for the period from 2004 to 2020 in terms of MAPE was reduced from 8.39% to 5.18%. Another study used the Nonhomogeneous Discrete Grey Model by using data of 1970–2013 [16]. They showed that NGDM has lower errors than the previous grey models in prediction by providing a better fit to the curve. In Şahin [17], the grey prediction method was employed to model Turkey’s electricity generation and consumption for 1996–2016, and MAPE of 3.12% and 3.08% were obtained for generation and consumption respectively.

Regression models were used to estimate the relationship between inputs and outputs by using statistical methods. In Yukseltan et al. [4], a linear regression model was used to forecast annual, week-ahead, and day-ahead demand by considering harmonics of the variations. Data were collected from 2012 to 2014 and predictions produced less than 3% MAPE. Especially when the relationship is not linear, nonlinear methods such as support vector machines can provide a better fit to the data. In Kavaklioğlu [6], SVR was used to model the annual electricity consumption as a function of socio-economic indicators such as population, GNP, imports, and exports, from 1975 to 2006. Relative RMS error for consumption is determined as 1.51% in this study. In another study, a genetic algorithm was employed to find the best parameters for support vector regressor to forecast annual electricity consumption [44]. Electricity consumption, population, import, export and GDP between 1975 and 2014 were used as input variables, and MAPE of 3.66% was obtained. In a recent study, Ülgen and Poyrazoğlu [5] used MLR to predict the electricity prices. Historical prices for 1 year, from September 2018 to September 2019, were used for forecasting and it was shown that 1-day, 1-week, and lagged moving average prices are important in the performance.

In Özkan et al. [13], Fourier analysis with least squares approach and the Holt–Winters exponential smoothing method were compared to predict electric consumption. They observed that the forecast models produced the lowest error with 12 months’ data and that Winter’s method outperformed the Fourier-based method.

Filik et al. [45] proposed a method based on quasi-periodic load characterization. Their model covers long-term to short-term characteristics by having coarse to fine models to achieve hourly accuracy. The multiresolution model was tested for the period from 2002 to 2005 and 5.74% hourly, 1.87% weekly, 1.5% monthly, and 0.73% yearly MAPE were observed. Dönmez et al. [46] proposed a second-order curve fitting model to estimate the demand as a function of population and GNP with R² value of 0.994. In Çalık and Şırin [47], electricity consumption values were modeled with Mittag–Leffler functions and the annual consumption values showed that the model fit when it was compared to previous MLP and SVR predictions in literature. Melikoğlu [48] forecasted annual electricity demand by 2023 after a detailed analysis of Turkey’s capacity targets and energy potential. The model includes a simple nonlinear function of the current population, electricity demand per capita at the reference (base) year, average annual increase of electricity demand per capita, and difference between the current and reference year. Different scenarios were created according to demand growth. In a recent study, Yukseltan et al. [49] proposed an hourly electricity demand model based on Fourier analysis with an update structure. They used past demand data and forecasted hourly, daily, and yearly demands using data for the period 2012–2017. It was shown that the model works with MAPE of 0.87% in hour-ahead, 2.90% in day-ahead, and 3.54% in the year-ahead predictions, and that application of the AR model combined with Fourier series improves the system slightly.

IV. DATA ANALYSIS

When the data used in the forecasting studies are examined, the following observations are made. The data used include:

• Historical electricity consumption, generation, and price;
• Electricity infrastructure such as installed capacity of different generation sources;
• Demographic data such as population;
• Economic indicators such as GNP, GDP, export and import rates, etc.;
• Weather;
• Time variables such as calendar date, seasons, weekday or weekend, official or religious holidays.

Most of the researchers have shown that there is a strong correlation between electricity demand/load/price and the factors listed above, and using data such as economic or social factors or seasonality will increase the performance of the forecast.

Before the electricity consumption/generation data were made publicly available on the Transparency Platform, the electricity-related data were provided by the MENER, local distribution companies, International Energy Agency, State Institute of Statistics (TÜİK), and SPO. Now, historical and current electricity generation/
consumption data, and installed capacity are available for all regions of Turkey. The economic and social indicators are collected from TÜİK and related ministries such as the Ministry of Treasury and Finance, and MENR.

Most of the studies concentrate on the forecast of load or demand while a few predict the price for the Turkish Energy Market. Where only a few studies focused on some specific region of Turkey such as industrial zones, a province, or a local distribution region, the others made their predictions for the whole of Turkey. More than half of the studies forecast annual amounts where the others made short- or medium-term predictions including monthly, weekly, or daily values.

V. CONCLUSIONS

The paper gives an overview of the electricity energy forecasting studies in Turkey for the period from 2003 to 2020. The paper analyzes the forecasting studies in terms of the forecasting methods used, the profiles of the researchers and their institutions, and the years and location information of the data. We apologize for not including some of the studies in the paper due to the space limitation, and also due to the inaccessibility of the works that are published in the scientific journals or conferences.

The paper reveals the following findings: (1) There is a tremendously growing need for electricity energy forecasting parallel to the development of smart grid systems; (2) The motives behind the studies on electricity forecasting for Turkey are diverse. Most of them can be said to be driven by the development of the data-driven forecasting methods such as neural network-based methods including deep neural network models for the time series. Some works are driven by the availability and accessibility of the sufficient number data of acceptable quality. The others are driven by the increasing need for smart energy management; (3) A large set of researchers and institutions aim to develop competencies in electricity energy forecasting, which are focused on Turkey’s electricity energy problems from different perspectives; and (4) A part of the studies does not show long-term continuity. They feature a somewhat intermittent and temporary nature.

This paper would be useful to identify the already developed competencies on electricity energy forecasting by the individual researchers and the institutions of Turkey, in order to establish new competency centers to meet Turkey’s need for forecasting of electricity production and consumption.
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